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Abstract. In this paper we used frequentist and Bayesianoagpes for the linear
regression model to predict future observationsif@mployment rates in IraBarameters
are estimated using the ordinary least squaresatietid for the Bayesian approach using
the Markov Chain Monte Carlo (MCMC) method. Caltgas are done using the R
program. The analysis showed that the linear regmesmodel using the Bayesian
approach is better and can be used as an alterrtatithe frequentist approach. Two
criteria, the root mean square error (RMSE) andntleglian absolute deviation (MAD)
were used to compare the performance of the egtin@ihe results obtained showed that
the unemployment rates will continue to increasténext two decades.
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1. Introduction

One of the statistical methods most used in sfienésearch is regression analysis.
Regression analysis is applied in many scientifisearches, for example medicine,
economics, sociology, etc. Regression analysisviera useful technique to answer the
research question, is there a causal relationgtipden the variables. There are two main
purposes of using regression analysis: First kngwhe relationship between the response
variable and independent variables. Second prélaictvalue of the dependent variable
based on the values of the independent varialAeegression model is formulated first
and then estimate of the parameters of the regressodel is made. There are many
methods for estimating model parameters. The nmsnhwn method used in research is
the Ordinary Least Squares (OLS) [1,2]. The OLShmétminimizes the sum of squared
deviations from the estimated regression equafdmather method used to estimate the
parameters of the regression model is the Bayegiproach. The difference between the
frequnteist and Bayesian methods is a point of viewthe parameters. In Bayesian
approach, the parameters are seen as random earibbt have more than one value; while
in the frequnteist view the parameters have onlg wvalue (parameter is a constant).
Bayesian approach has recently become an increasingly interesting and applicable
statistical method in many areas of application such as social science, medicine, finance,
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machine learning and economy, many studies have been carried out in applying the
computational Bayesian approach in linear regrassiodeling. Lynch introduces basic
theoretical and applied principles of Bayesian apph in many different the social
sciences and illustrate incorporate informatiomfgarior research, and its ability to update
estimates as new data are observed [3]. James ot ilBustrated the computational
methods of the Bayesian approach and the varialdetson in a linear model. This is done
with the help of Markov chain Monte Carlo [5]. TinoBerger and Everaert explained
unemployment rates in the United States and theawcoalerating inflation rate of
unemployment (NAIRU) in a Bayesian framework. Tihieyweloped a Bayesian model of
unemployment based on supply and demand factoreseThwo factors influence
unemployment rates. The model allows unemploymetich changes over time, to
continue [6]. Scott and Steven gave explanatioBayfesian approach as the real options
approach to assessing irreversible investment appiies has become part of the
dominant literature in financial economics becausemployment rates have costs for
society more than just financial costs. Bayesigir@gch provides a natural framework for
addressing central issues in finance. The resuitswsan increase in European
unemployment rates driven by structural factors (F|zenda illustrated the benefits of
scientific research using the Bayesian approachdi€ive modeling of unemployment
rates was determined and represented by lineaessign. They compared the effect of
prior information and non-informational information the model's accuracy. The results
show that the accuracy of the models estimatedfatrhational distributions a prior are
higher. Therefore, it becomes more accurate foressijpn models when additional
knowledge are available about search problem [4].

The main objectives of this research is to wmalch of the frequentist and Bayesian
approaches to build a linear regression modelhfertagi unemployment rates which are
affected by three factors: gross domestic prodoctodl prices, and population growth.
Then to predict the unemployment rates in IragHiernext two decades.

2. Linear regression model

Multiple linear regression models are used to eatalthe relationship between dependent
variables with more than one independent variable The multiple linear regression
model contains one dependent variable Y and k iexldgnt variables XX», ..., Xk. The
multiple linear regression models is expressed as:

Yy =PBo+ Brx1 + Poxz + -+ Prxp + € 1)
Or Y=BX+ ¢ (2)

where

Y is the vector of the dependent variable
X is the matrix of independent variables

B is vector of regression model parameters
€ is vector of errors

So the multiple linear regression model can betevwrias follows:
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The OLS formula for estimating the parameters eftttodel is:
B=X"X)"1XTy (3)

3. Bayesian linear regression

Bayesian linear regression is one in which theregion of parameters is made using
Bayesian approach. The Bayesian regression provgeates of our beliefs. The main
idea of using the Bayesian approach is when theesegpn model contains variables that
need to be estimated and these variables are widgrghanges over time, and need
updating data or the model contains many indepandeiables. This feature is present
in the Bayesian approach. The Bayesian approachpuge information and the observed
data. Parameters are estimated using Markov chaintéCarlo (MCMC) method.
Bayesian models are these days used to describdifee@roblems observed under
uncertainty. A Bayesian model is a collection adhmbilistic statements which describe
and interpret present or predict future interpietat Model provides a theoretical
framework for better understanding of phenomenaigfrest.The response in Bayesian
regression model sampled from a normal distriby@prin normal linear regression model
there are n independent observationg.y. yn. Each observation yas its own meap,
and all observations have the same variarickinear function of the predictor variables
X1,X2...,.% are the unknown meanshe Bayesian approach contains a prior distribution
likelihood distribution and posterior distributiofihe variablegY|X, 5, 52) are normally
distributed. Thus the variablegY|X,8,0%)~ N(XB,0?) and the likelihood of these
variables are as follows:

P(Y|X,B,0%) = —g—exp [~ (¥ — BX)T (¥ — BX)| (@)

There are several prior distributions that can seduin Bayesian approach to a linear
regression model; one of them is the conjugate distribution. A prior is called conjugate
if prior and the posterior density function belongsthe same distribution family. The
conjugate prior is usually used because this m#iesathematical computation of the
likelihood function as simple in model. Using thermal distribution for the parameters
and an inverse gamma distribution for the priotritiation [8]:
Blo?~N(p,y) ando?~ IG (¢, w)

The prior forf is a multivariate normal distribution with meamnd covariange
Prior fora? is an inverse gamma distribution with shapand scalev.In other words we
can abbreviate the prior fo(c?) by normal inverse gamni@, y, ¢, ).

3.1. Measuring performance quality
Two measures of the quality of performance of estirm were used:

1. Root mean square error (RMSE)
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It is the root mean of squares difference betwkerbserved and fitted values and is given
by

n vz
RMSE = [H=000 (5)

2. Mean Absolute Deviation
It is the average distance between the observefiteedtivalues and is given by

MAD = 2= (6)

4. Methodology

This research uses data which obtained from Repudflirag Ministry of Planning [9]. In
our study, there are three independent variablas afiect unemployment rates: gross
domestic production (GDP), oil prices, and popolatgrowth. Data is processed using
linear regression model with frequentist methodgighe OLS. The data is also modeled
by Bayesian approach. Computations of the OLS laadBtyesian approach uing MCMC
method are both done by the R package.

5. Results and discussions

Table 1 is the output of OLS estimates of the limegression coefficients. From Table 1,
the population growthp; gave a positive effect which can be explainethéfpopulation
growth rates increase, unemployment rates will alscease. Otherwise, the other two
variables give negative effect; the GDP variable #me oil prices variable. If these
variables increase, then unemployment rates wiltedse. Based on the p value the less
important variables are rejected. The variableejsated when P - value> 0.1, element is
the least important and must be removed.

Table 1. Estimated linear regression coefficients using @ieshod

Estimate T value P-value

By = 3.4227: 3.261 0.00484!
B, = -0.00783 -0.659 0.00519

B, =-0.03325 -4.43¢ 0.00041.
B; =0.26780 7.621 1.03e-06

The results indicate that all variables affectuhemployment rates are significant. So the
regression model becomes as follows:

y = 3.42273 —0.00783X, — 0.03325X, + 0.26780X, 7)

To estimate parameters using Bayesian approachdasca relation, we have a normal
prior distribution for and inverse gamma distribution for the parametethe estimated
regression coefficien{g, to f; using Bayesian approach are given in Table 2.

Table 2. Estimated regression coefficients usiageBian approach
Estimates Quantile (2.5%) Quantile (97.5%)
Bo = 3.54382 -0.0413 0.6852
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By = —0.00794 -0.0137 0.5962
B, = —0.04253 0.01436 1.45e-05
Bs = 0.34681 -0.0038 0.2875

The model of linear regression with Bayesian apghagven as:
y = 3.54382 —0.00794X; — 0.04253 X, + 0.34681X; (8)

After we found the parameter values in two meth@dble 3 shows the comparison using
two criteria. The smaller value of RMSE and MADicate a better model. The two criteria
used in this research showed that the values difrits@ regression model with a Bayesian
approach are smaller than the value from the OLtBade So in this case it is better to use
linear regression model with Bayesian approach.

Table 3: Comparison between OLS and Bayesian approacheaidiregression model

Estimation M ethod RMSE MAD
oLS 0.695121 0.81509
Bayesian approach 0.684385 0.7995¢4

Table 4 shows the forecasted unemployment ratesgnfor the next two decades using
the frequentist and Bayesian approaches.
Table 4: Forecasted unemployment rates in Iraq

Unemploymen Unemployment

Year t Rate using Rate using

Frequentist Bayesian

Approach Approach
2020 8.81% 8%
2021 9.22% 8.28%
2022 8.73% 8.95%
2023 9.26% 8.55%
2024 8.41% 8.51%
2025 8.40% 8.20%
2026 8.65% 8.22%
2027 7.82% 9.30%
2028 9.67% 11.25%
2029 8.76% 11.81%
2030 8.57% 10.43%
2031 8.57% 12.43%
2032 9.03% 12.38%
2033 9.17% 12.42%
2035 11.01% 11.02%
2036 11.84% 11.65%
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2037 11.47% 11.51%
2038 11.68% 12%
2039 12.20% 12.30%

6. Conclusions

We studied the factors affecting the increase enysloyment rates in Iraq, and we found
that all the independent variables are significeé. used two criteria for non-aligned in
the Bayesian versus the frequentist debate todindhe best approach to use. The results
showed that the regression model with Bayesianoggpr is better than the regression
model with classical approach by using the RMSE BIAD criteria. Therefore, the
Bayesian approach directly constitutes the bessideemaking process
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