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Abstract. We study amM */G/1queueing system where the arrival follows a comgoun
Poisson process. The server provides the firsiceeto all customers which is essential.
Only some of the customers demand second servidéehwh optional. The second
optional service is given in two types. Soon after system becomes empty the server
takes a vacation and after returning from vacatimnserver may take second vacation
which is optional. Using supplementary variablehtéque we derive the probability
generating function for the number of customerstha system. Some performance
measures are calculated. Some particular caseerdved.
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optional vacation and Supplementary variable tegplei

AMS Mathematics Subject Classification (2010): 60K25, 60K30

1. Introduction

Various forms of M/G/1 queue has been studied Bpyrauthors including Cohen [5],
Medhi [9] and Choi and Park [2]. Madan [7] and Hidovindan et al. [11] studied the
gueueing model with second optional service. Vacatjueueing models have been
effectively modeled in various situations such adpction, banking service,
communication systems and computer networks etméfous authors are interested in
studying queueing models with various vacationqesli Some of them are Baba [1],
Choudhury [3], Kalyanaraman and Pazhani Bala Mutu@, Thangaraj and Vanitha
[10]. In digital communication system the serverymiaquire two types of vacation.
Regular vacation is necessary for maintaining tyetesn and if the system is not in
proper working condition then the optional vacatinay also be necessary to correct the
fault in the system. Choudhury [4], Manoharan aadkara Sasi [8] studied the queueing

model with second optional vacation. Here we caersihM * /G /1queue with two type
of second optional services and with second opttizaization.

91



A Bulk Arrival Non-Markovian Queueing System witlwd types of Second Optional ...

2. The model
The following assumptions briefly describe the neathtical model of our study.

Customers arrive at the system in batches of viarisibe in a compound Poisson
process.
There is a single server who provides the firseesal service (FES) to all
customers. The service time for FES follows a galngistribution. Lets, (x) and
b, (x) respectively denote the distribution function ahe density function of the
FES times.
As soon as the first service is completed the costaan exercise any one of the
following three options.
i. may leave the system with probabilty- p =q

ii.  may opt for type 1 optional service with probayilipp,

ii.  may opt for type 2 optional service with probagilipp,
wherep+qg=1andp, +p, =1
The type i (i=1, 2) optional service times are asd to be negative exponential
with mean service timei,#_ >0; i=12- Let B(v)and b(v);i=12be the

distribution and density function of type 1 andeydservices respectively.
Further it is assumed that(x)dxis the conditional probability of the completion

of the i™ service given that the elapsed service time Xs so that
ﬂi(x)dxzﬁand thereforey, (x) = x4, (x) e gﬂ'm; i0{1,2,3}
1-B(x)

We assume that the FES and SOS are mutually indepef each other. Let
B'(9),E(B") (k=1),i0{123}denote the LST and finite moments of two service
times respectively. Thus the total service timeunegl by the server to complete
the service cycle which may be called as modifiediise period is given by
B= {Bl +B,withprobabiliy p

B, with probabiliy 1-p
Whenever the system becomes empty, the serverfgoadirst regular vacation
(FRV) of random lengt, . Let V,(x) and v,(x) respectively be the distribution
function and density function of the first vacattimes.
At the end of FRV, the server may take the secgtibimal vacation SOV with
probability 6. Otherwise he remains in the system with probigbiii- ) until a
new customer arrives. Let,(x)andv,(x) respectively be the distribution
function and density function for the SOV times.rtRar it is assumed that
v, (x)dxis the conditional probability of the completion tbe it"vacation given

that the elapsed vacation time iso that , (y) gx = vi(¥X) _and therefore
I 1-Vi(x)

~[viyat

vV, (X) =v,(x)e° ;1 0{12}.
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+ Itis also assumed that the vacation tindggndV, are mutually independent of
each other having general distribution functig(x), LST ;' and finite moments
E(V*) (k=1,i0{12}. Thus the total vacation time required to complete t

vacation cycle, which may be called as modifiedatiat period is given by
V= V, +V, with probability &
V, with probabiliy 1-6

3. Queue size distribution at a random epoch

Here we first set up the steady state equationthéostationary queue size distribution by
treating elapsed service time, FES time, SOS tifRY time and SOV time as
supplementary variables. Then we solve these emsatind derive the PGF’s, assuming
that the system is in steady state condition. L&} be the queue size (including one

being served, if any, @) be the elapsed service timettdr FES, B, (t) be the
elapsed service time at tfor the SO$,“ (t)be the elapsed vacation time at t for the

FRV, v, (t) be the elapsed vacation time at t for the SOV.f&dher development of
this model let us introduce the random variablg #gtfollows.
0 if theserveisonFRV attimet

1 if theservelisonSOVattimet

Y(t) =42 if theservels busygivingFES attimet

3 if theserveiis busygivingtypel SOS attimet
4 if theserveis busygivingtype2 SOS attimet

The supplementary variables” (t),v, (t); B, (t), B, (t) andB,®(t) are introduced in
order to obtain a bivariate Markov procdss(t); a(t); t > 0} where

v, 2@ if Y@ =0

Vv,O0 if Y1) =1

() =4B, Ot if Y(®)=2

B,(t) if Y({)=3

B.,2(t) if Y(®)=4

We define the limiting probabilities as follows.

Qun(¥9lx=lim PAN(D) = () =V,O 0);x<V,O (M) < x+dx}; n=0 x>0

Q,,,()dx= lim PAN(®) = mat) =V,O (0); x<V,O () < x+dx}; n=0, x>0
Pa(¥)dx=1im Pr{N(t) =n;a(t) =BO(t);x< B (t) < x+dx}; n=0; x>0
P (¥)dx=lim Pr{N(t) =n;d(t) = B (t);x< B,V (t) < x+ dx}; n=0;, x>0
Py, (9 =lim PAN(®) = ma(t) = BO (1) x< B,”(t) < x+dx}; n=0, x>0
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Further it is assumed thf” (0) =0, B ?(e0) =1 for i 0{123}and v, (0)=0;V, ¥ () =1
for i0{12}and are continuous at= 0.The differential difference equations governing
the system are

P00+ A+ 00RL (0 =AY 6., (09 X On =1 )
P9+ (1 + i (NP (%) =0 X >0 2
P00+ O+ M 00)P, 00 =AY 6,y (0 X7 0N 2T )
P+ (1 + 1 (P, (0 =0 x> 0 (@)
% P, () + (A + 1, (X)) Py (X) = Agck Pa() X>0n21 (5)
S P9+ (A Q)P (9 =0 X> 0 )
Q00+ (41,000, (9 = 13,6,Q,,(9 X> 0N 21 (7)
QU+ (1 +1,(0)Q (9 =0 X >0 (8)
Qe+ (1, (0)Q0 (0 = 436,Q, (9 X7 01121 (0)
£ Qo0+ (A +1,(X)Qp(9 =0 x>0 (10)

AQue = L= P[] P (044 (X + [Py (X) 41 (X)X + [ Py (3 45 (X)X
+ (1= 6)[ Quo (v, () dx+ [ Q5 09V, (¥ @y

whereQ, , = J.: Qyo(x)dx
The boundary conditions are

Q1 (0 =1Qy, 12)
Q,0=0n2=21 @3
Q0 (0) = 0] Qv (xdxn =0 14)
P.o(0) = = p) |, P (026 (dx+ [ " Py ()4, () dx+ [ Py, (3 145 (x)lx
+ = 0)[ Qu (v, (Ydx+ [ Q, (v, (x)dlx 15)
Pin (0) = L= D). Prow (026, 00AX+ [Py 0y (004 (X + [Py s (X) 45 (¥)lx

+(L=60) [ Qupus (v, 09+ [ Q3 (¥, (X)X (16)
P,n(0) = PR, [, PLa (044 ()dxn 20 17)
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P () = PR, [ P04 (x)dx N2 0 18
and the normalizing condition is

>3 [R5 [7Q, (9dx=1 19)
IQ[O\I;V let us defingtlge following PGF's

P;(X,Z) :iznpzvn(x); X=0; ‘Z‘Sl: i D{l2,3} (20)
PO2=Y2P, 45l i0{123 (20)
Q(x2)=32'q,(x; x20[ds1,  in{12} (22)
Q02=32q,0);/4s1. i0{12} 23)
R =] R(x2dxi0{ 123} (24)
Q2= Q(x2dxin{12} (25)

Multiplying (1) by z" and summing over n=0 t®@and adding with (2), we get

% R(x2+(1-AX(@)+ 1 (M)P(x ) =0 R(x ) =R 0. 2L-B (K"  (26)
where x () :kickzk

Multiplying (3)1by 2" and summing over n=0 t® and adding with (4), we get

jx P, (%, 2) + (A = AX(2) + 14,())P,(x, 2) =0 B, (%, 2) = P, (0, Z)[1— B, () Je* <> (27)
Multiplying (5) by z" and summing over n=0 t® and adding with (6), we get

% Py(x,2) + (A = AX(2) + 11, (X))Py(x,2) =0

R(x 2) = R0 2L~ By(¥]e™ ™" (28)
Multiplying (7) by 2" and summing over n=0t® and adding with (8), we get
QU2+ (=X (@ +1,00), (% 2 =0

Q% 2) =Q (0 21—V, (x]et* (29)
Multiplying (9) byz™ and summing ovat = 0 toco and adding with (10), we get
Q.02+ (14X +1,(9)Q: (4 2 =0 Q%2 =Q, O -V, (e "> 30)
Multiplying (16) by z™*
get

ZR(0.2) = (L= P, R(x 2)24(ax+ [P (x, 244, () dx-+ [ Py (%, 2) s (X)X
+1L-0)[" Q% 2v, (dx+ [ Q, (X, 2)v, (XX~ AQy, (31)

and summing over n=0te and adding with z times (15), we
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From equation (17), we g&, (0,2) = pp,P, (0, 2)B; (1 - AX(2))
From equation (18), we get
P,(0,2) = pp,R, (0. 2B, (A -1X(2)

From equation (26), we gef: P, (X, 2) 14, (X)dx = P, (0, 2) B, (A = AX(2))

From equation (27), we get
[ P2 (% 242, ()dx= pp,P, (0,2)B; (A = AX(2))B; (A = AX (2))
From equation (28), we get
[ R 214()dx= pp,R (0, 2)B; (A = AX (2)) B, (A = AX(2))

From equation (29), we gef: Q, (% 2v,(X)dx=Q, (0, 2V, (A - AX(2))

From equation (30), we get

.[: Q,(x, 2V, (X)dx = 6Q, (0, 2)V, (A = AX(2))V, (A — AX(2))
From equation (13) and (14), we g (0,2) =AQ ,
Q0.2 =6Q,0.2V, (A -AX(2)

Using (34) to (40) in (31), we get

RO.9= {/1{ [(L-8)+6v; (A = A();)(z))]v1 (A - X (@)} } o,

whereD; (2) ={z~[(L- P) + PRB; (A ~AX(2) + PR,B3(A —AX(2)] B (A - AX(2)}

Using (41) in (32), we get

P02 =

[ ppd [0-6) + ov; (4 - X (@)] v, (A - X (@) } B (1 - WX (2) ]

L D,(2)
Using (41) in (33), we get

[ppd [1-6)+ v, (1 - X @)V, (4 - X () } B (4 - AX(2)]

P02 = D.(2)

Integratingg (26) to (30) between 0 andwe get

e _|1-B, (A - AX(2)
R@ =], Pl(x,z)dx—[ O X(2) }Pl(o,z)

1-B; (1 - AX(2))
(A-1AX(2))
1-B; (A - X (2))
(1=2X(2)

1-V, (A-AX(2)
o) }Ql 0.2)

- _[ % (A= AX@)[L-V; (4 = AX(2)]
QD =[ Q(x z)dx—{ G-X@)

Using (41) in (44), (45) and (46), we get

P(2)= [ P,(x, )dx= pp{ }B; (A-IX(2)P,(0.2)

P(2)= [ Py(x 2)dx= ppz[ }B; (A-AX(2)P,(0.2)

Q@ =] Qx z)dx{

}Ql 02
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{[e-9+ov; 1 -2x @)V, A -x@)}o-B (A —AX(z»)}Qm 49)
D,(21-X(2)

H(QZ){

b, (0.2 = pp| L=+ ¥ A= X @)V, U =X (@i~ B, - X @B A -X@) ], (50)
o D,(2)(1- X(2))

50,2 = pp| LL=0* 840 - XAV, - X@HL-BU-X@DBU-X@D)], (51

T D,(9(1-X(2) n

Using (39) in (47) and (48), _| 17V (A-4X(2) 52

sing (39) in (47) and ( )Weg@tl(z) { (1—X(z)) Q.o 62
[, A= X@)L-V; (A - WX (2)] 3

Q@)= DY o 63

From the factthab, () + P, (1) + P, (1) +Q, (1) +Q, (@) =1 , we arrived

Q= 1P wherep=X'(2|E(B)+ PRE(B,) + PR.E(B,)] (54)

*AEM) +EWV,)]
andg; (0) =-E(B,), B, (0) =-E(B,), B;(0) = -E(B,) are the mean of service times of FES,
typel SOS time and type2 SOS time respectiwgly) =-E(v,) and v, (0)=-E(V,) are

the mean of vacation times of FRV and SOV respebtiT hereforepz) -N@) (55)
D(2)

whereN(2) ={[(1-6)+ 6V; (1 - AX(2)]V, (A - X (2) -1}{1- 2)Q,
D(2) ={z-[(1- p)+ PRB; (A - AX(2)) + PRB; (A ~ X (2)]B, (A~ X (2)}L- X(2))

3.1. Performance measures
Let L, and L denote the steady state average queue size aethsyige respectively.

Then, =£P(z)\ _d N(@| Using the L'Hospital rule twice we obtain
9 dz = dzD(2)|,,
L =D @ON (1)jN @b @ (56)
‘ 2(D @)°
where N'(1) = 24X '(2) (E(V,) + €E(V,))Qy
N' (@) = -3X"(2) () + BE(V,)) + R (X (2PTE) + EEVE) + 26E 0, EVS ][Ry
D'() =2X'(2/(AX'((E(B,) + PRE(B,) + PRE(B,)-1)
D' () =32AX'(2)X"(2)(E(B,) + PRE(B,) + PRE(B,)) -~ X"(2)
+ X' (2)*{E(B?) + PRE(B?) + PR,E(B3) + 2pE(B,)(R,E(B,) + p,E(B,))I
wheree(B?), E(B?), E(B?), E(V,), E(v7) second moment of FES, type 1 SOS,
type 2 SOS, FRV and SOV time respectively. Now,car obtain. = Lyt 0, where L,
and p have been found in (56) and (54) respectively. Thsing Little’s formulae, we
obtain Wq,the average waiting time in the queue #&idthe average waiting time in the

system, agy, = Ly andy - L respectively.
A A
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3.2. Particular cases
Case 1: If there is no one opting for type 2 second optiseavice then by setting, =0,
then (55) takes the form

{la-6)+ov; 1 - ax@V, 1 -Mx@) -1} a-2) a (57)
2-[(L- p)+ PE(I - AX(2) [ B (4 - X (@)} - X(2) ~*°

P(2) :{

which coincides the model studied by Manoharan [8].
Case 2: If there is no one opting for second optional Eergboth type 1 and type 2) and
if there is a single arrival then by setting= 0, p, = 0 and X (z) = z (55) takes the

form
{[e-9)+a; -2V, (4 -22) —]}Qlo (58)
lz-B{(1-12)]

which coincides with the PGF of Choudhury [4] ipestive of the notations used.

P(2) =

6. Conclusion

The analysis carried out in“Abulk arrival non-mavian queueing system with two types
of second optional services and with second optiaation” is to obtain the
probability generating function for the number ofstomers in the system and also to
obtain waiting time of a customer in the system.
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