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Abstract. In this Paper, a bulk arrival general bulk service queueing system with variant 
threshold policies for multiple vacations under a restricted admissibility policy of arriving 
batches and set up time for service is considered. During the server is in non-vacation, the 
arrivals are admitted with probability 'α 'whereas, with probability 'β ', they are admitted 
when the server is in vacation. The server starts the service only if at least ‘a’ customers 
are waiting in the queue, and renders the service according to the general bulk service 
rule with minimum of ‘a’ customers and maximum of ‘b’ customers. On completion of 
service, if the queue length is less than 'a' , then the server takes a vacation of type one, 
repeatedly, until the queue length reaches the threshold value ‘a’. When the server returns 
from a vacation of type one, if the queue length is at least ‘a’, then the server  takes  
another vacation of type two, repeatedly, until the queue length reaches the threshold 
value ‘N’ ( N ≥ b > a ),  and serves a batch of ‘b’ customers. On the other hand, when the 
server returns from a vacation of type one, if the queue length reaches N, then he servers 
a batch of 'b' customers. The server requires a setup time U to start the service. 

Keywords: Bulk arrival, multiple vacations, restricted admissibility, set up time 
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1. Introduction 
Queueing models with server vacations have been investigated by many authors due to 
their various applications in production, inventory system, communication   systems, 
banking services, computer systems etc.  Very few authors  only  have studied the 
comparable work on the bulk queueing models considering variant vacation policy. It is 
necessary to allow the server to take different types of vacations with different   thershold 
polices to optimize the overall cost. Lee et al (1991) considered a batch arrival queue 
with different vacations and showed that the waiting time distributions can be obtained 
by simple iterative procedure. Lee et al (1994) analyzed M[x] /G/1 queueing system with 
N-policy and multiple vacations, using supplementary variable technique. A batch arrival   
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queue with threshold was discussed by Lee et al (1996). Krishna Reddy and Anitha 
(1999) studied a M/G(a,b)/1 queue with different vacation polices and obtained Laplace 
transform of the joint distribution of the queue length and the remaining service time and 
the remaining vacation time depending on the state of the server. Ke(2003) discussed the 
optimal control of a M/G/1 queueing system with server startup time and two types of  
vacations. Madan and Choudhury (2005) discussed a batch arrival queueing system, 
where the server provides two stages of heterogeneous service with a modified vacation 
model for aMx/G/1 queueing systems. Ke (2007) used supplementary varaible technique 
to study aMx/G/1 queueing systems with balking under variant vacations. 
 
2. Notations 
λ arrival rate 
X Group size random variable  g�  The Probability that ‘k’ customers arrive in a batch 
X(z)  The Probability generating function. 
S(x) Cumulative distribution function of service time  V�(x)  Cumulative distribution function of vacation of type one  V�(x)  Cumulative distribution function of vacation of type two 
U(x) Cumulative distribution function of seup time  
s(x)   The probability density function of S v�(x)    The probability density function of vacation of type one v�(x)    The probability density function of vacation of type two 
u(x)   The probability density function of U �	
��     Laplace -Stieltjes transform of S V
�
��   Laplace Stieltjes transform of vacation of type one V
�
��   Laplace Stieltjes transform of vacation of type two �

��    Laplace -Stieltjes transform of U S� (x)  Remaining service time  V��(x) Remaining vacation   time of type one vacation V��(x) Remaining vacation time of type two vacation U� (x)  Remaining service time of set up time ��(t)    Number of customers in the service at time t ��(t)    Number of customers in the queue at time t 
The different states of the server at time tare  defined as follows 

C(t) =  
            0 ;   if  the server is  busy with service  1 ;       if the server is on vacation2;  if the server is on set up time  

z�
t�    = j, if the server is on j th vacation of type one (v�) z�
t�    = j, if the server is on j th vacation of type two (v�) 
To obtain the system equations , the following state probabilities are defined; 

Pij(x, t)dt = P{Ns(t) = i, Nq(t) = j, x ≤ S0(t) ≤ x + dt,   C(t) = 0},     a ≤ x ≤ b, j ≥ 0, 

Q1
jn

(x, t)dt = P{Nq(t) = n, x ≤ V1
0(t) ≤ x + dt, C(t) = 1, z1(t) = j},  n≥0, j≥1, 

Q2
jn

(x, t)dt = P{Nq(t) = n, x ≤ V2
0(t) ≤ x + dt, C(t) = 1, z2(t) = j},  n≥a, j≥1,       U-
x, t�dt = P.Nq
t� = n, x ≤ U0
t� ≤ x + dt,   C
t� = 2/, n ≥ a 
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3. Steady state queue size distribution 
The model is then goverened by the following set of difference-differential equations. −Pi,0

1 (x) = −λPi,0(x) + λ(1-α)Pi,0(x)+ ∑ Pm,i
b
m=a  (0)  s(x)  +U1 (0) s(x), a ≤ i ≤ b                            (1) −P1,4�(x) = −λP1,4(x) + λ(1-α) P1,4
x�+ α ∑ P1,47�4�8�  (x)  λg�, a ≤ i ≤ b -1, j ≥ 1                                 (2) 

 −P9,4� (x) = −λP9,4(x) + λ(1-α) P9,4
x�+ ∑ P;,9<49;8=  (0)s(x) +α ∑ P9,47�4�8�  (x)  λg�,  

 1 ≤ j ≤ N − 1 − b                                                                                                             (3) −Pb,j
1 (x) = −λPb,j
x� +  λ
1 − α�Pb,j
x�+ ∑ Pm,b+j

i
m=a (0)s (x) +α∑ Pb,j−k

j

k=1
(x)λgk +  �A+C (0) s(x�, j 

≥N − b                                                                                                                 (4)     −Ql,0
1 (x) = −λQl,0

1 (x) + λ (1-β) Ql,0
x� + ∑ Pm,0
b
m=a  (0) vl(x)               (5)  −Ql,n

1 (x) = −λQl,n
1 (x) + λ (1-β) Ql,n
x�+ ∑ Pm,n

b
m=a   (0) vl(x)  + β ∑ Ql,n−k

1n
k=l   (x) λgk, 

0 ≤ n ≤ a-1                    (6) −Q4,-� (x) = −λQ4,-� (x) + λ
1 − β� Q4,-
x� + β∑ Q4,-7��-�8F  (x) λg� , n ≥ a, j≥ 1                           (7)    −Q4,�� (x) = −λQ4,�� (x)  +λ(1-β) Q4,�� 
x�+ Q47�,�� 
0�v�
x�,  j ≥ 2                                 (8) −Q4,-� (x) = −λQ4,-� (x) + λ(1-β)Q4,-� 
x�+Q47�,-� 
0�v�
x� + β∑ Q4,-7��-�8� (x) λ g�, 
0 ≤ n ≤ a-1, j ≥ 2                   (9)   −Q�,-� (x) = −λQ�,-� (x) + λ(1-β)Q4,-� 
x� +β∑ Q4,-7��-�8� (x) λ g� + ∑ Q�,-� 
0�v�
x�,∞�8�  
a ≤ n ≤ N-1                                          (10) −Q4,-� (x) = −λQ4,-� (x) + λ(1-β)Q4,-� 
x�  + β∑ Q4,-7��-�8� (x) λ g� + Q47�,-� (0)v�
x� ,  
a ≤ n ≤ N-1,  j ≥ 2                                                                                                                           (11) −Q4,-�  (x) = −λQ4,-� (x) + λ(1-β)Q4,-� 
x�  + β ∑ Q4,-7��-�8� (x) λ g�, n ≥N,  j ≥ 1                    (12) −U-�(x) = -λU- (x)+ λ(1-α) U- (x)+α∑ U-7� -�8�  (x) λ g�  +∑ QF,-�∞F8�  (0) s(x) + ∑ QF,-�∞F8�  (0) s(x),  n≥ a                                                                                                             (13)   
Taking   LST on both  sides  of  the  equation (1)  through (13), we have 
θP
1,�
θ� − P1,�
0� = λ
1 − α�P
1,�
θ� − ∑ P;,1
0�SG
θ�9;8=  - U1 (0) SG
θ ),  a ≤ i ≤ b         (14)  

θP
1,4
θ� − P1,4
0� = λP
1,4
θ� − λ
1 − α�P
1,4
θ� − α∑ P
1,47�
θ�λg�4�8�  , a ≤ i ≤ b-1,  j≥1                (15)      

θP
9,4
θ� − P9,4
0� = λP
94
θ� − λ
1 − α�P
9,4
θ� − ∑ P;9<4
0�SG
θ�9;8= − α∑ P
947 �
θ�λg� ,.4�8�  

        1 ≤ j ≤ N − b − 1      (16) 

θP
9,4
θ� − P9,4
0� = λP
94
θ�λ
1 − α�P
9,4
θ� − ∑ P;,9<4
0�SG
θ� − α∑ P
9,47 �
θ�λg�4�8�9;8=   − ∑ Q�,9<4� 
0�∞�8� SG
θ� − U9<4(0) SG
θ�, j ≥ N − b                                                                  (17) 

θQ
�,�� 
θ� − Q1,01 
0� = λQ
1,01 
θ� − λ
1 − β�Q
1,0
θ� − ∑ Pm,0
0�vI1
θ�b
m8a                         (18) 

θQ
1,n1 
θ� − Q1,n1 
0� = λQ
1,n1 
θ� − λ
1 − β�Q
1,n1 
θ� − J Pm,n
0�vI1
θ�b

m8a

 

−β∑ Q
1,n7k

1 
θ�λgk
n
k81 , 0≤n≤a−1                                                                                                    (19) 

θQ
 j,n1 
θ� − Qj,n1 
0� = λQ
 j,n1 
θ� − λ
1 − β�Q
 l,n1 
θ� − β∑ Q
 l,n7k

1 
θ�λgk
n
k81 , n≥a, j≥1        (20)                                                                                              

θQ
 j,01 
θ� − Qj,01 
0� = λQ
 j,01 
θ� − λ
1 − β�Q
 l,n1 
θ� − Qj71,01 
0�vI l
θ�j ≥ 2                                       (21) 

θQ
 j ,n1 
θ� − Qj,n1 
0� = λQ
 j,n1 
θ� − λ
1 − β�Qj,n1 
θ� − Qj71,n1 
0�vI l
θ� − βJ Q
 j,n7k

1 
θ�λgk

n

k81

,  
0 ≤ n ≤ a-1,          j ≥ 2                                                                                                                   (22) 

θQ
 l,n2 
θ� − Ql,n2 
0� = λQ
 l,n2 
θ� − λ
1 − β�Qj,n2 
θ� − ∑ Qk,n1∞
k81 
0�vI2
θ�    

  −β∑ Q
 l,n7k

2 
θ�λgk
n
k81  , a ≤ n ≤ N - 1                                       (23) 
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θQ
 j,n2 
θ� − Qj,n2 
0� = λQ
 j,n2 
θ� − λ
1 − β�Qj ,n2 
θ� − Qj71,n2 
0�vI l
θ� − βJ Q
 l,n7k

2 
θ�λgk

n

k81

 

a ≤ n ≤ N−1,    j ≥ 2               (24) 

θQ
 j,n2 
θ� − Qj,n2 
0� = λQ
 j,n2 
θ� − λ
1 − β�Qj,n2 
θ� − β∑ Q
 j,n7k

2 
θ�λgk
n
k81                         (25) 

   
θU
n (θ) -Un
0�= -λU
n
θ� −λ(1-α) U
n 
θ�-α∑ Un7k n

k81   (x) λ gk  -∑ Ql,n1∞
l81  (0) s(θ) − ∑ Ql,n2∞

l81  (0) s(θ), n≥ a                                                                                                 (26)  
Define the following probability generating functions: 
PG i
z, θ� = ∑ PG i,j
θ�zj ,  Pi
z, 0� =∞

j80 ∑ PG i,j
0�zj ;   a ≤ i ≤ b∞
j80      

Q
 j

1
z, θ� = ∑ Q
 j,n1 
θ�zn, Qj
1
z, 0� =∞

n80 ∑ Qj,n1 
0�zn;   j ≥ 1∞
n80                        (27) 

Q
 j

2
z, θ� = ∑ Q
 j,n2 
θ�zn, Qj
2
z, 0� =∞

n8a ∑ Qj,n2 
0�zn∞
i8a ;  j ≥ 1 

U

z, θ� = ∑ U

θ�∞
n8a zn, U(z,0)=∑ U

0�∞

n8a zn, 
 The probability generating function P(z) of the number of customers in the queue 
at an arbitrary time can be obtained using the following equation. 
P(z) = ∑ P$i(z, 0) +b−1

i=a P$i(z, 0) + ∑ Q$ j
1∞

j=1 (K, 0) +  ∑ Q$ j
2∞

j=1 (K, 0)+U(z,0)                    (28) 
From equations (18), (19), (20) and (27) Lθ− β
λ+ λX
z��NQ
��
z, θ� = Q��
z, 0� − V
�
θ� ∑ ∑ P;,-
0�z-9;8==7�-8�         (29) 
From equations (21), (22), (20) and (27) Lθ− β
λ+ λX
z��NQ
 4�
z, θ�= Q4�
z, 0� − V
�
θ� ∑ Q47�,-� 
0�Z-=7�-8�  ,j≥2        (30)                           
From equations (23), (24), (25) and (27) Lθ− β
λ+ λX
z��NQ
��
z, θ� = Q��
z, 0� − V
�
θ� ∑ ∑ Q�,-� 
0�z-∞�8�P7�-8=         (31) Lθ− β
λ+ λX
z��NQ
 4�
z, θ�= Q4�
z, 0� − V
�
θ� ∑ Q47�,-� z-P7�-8= ,j≥2                               (32)    
From equations (14),(15)and(27) Lθ− α
λ+ λx
z�NP
1
z, θ� = P1
z, 0� − Q∑ P;,1
0�9;8= + U1
0�RSG
θ�    , a ≤ i ≤ b−1     (33)   
From equations (16), (17) and (27) 

Z9Sθ− α
λ+ λx
z�TP
9
z, θ� = z9P9
z, 0� − sI
θ� U J P;
z, 0� − J P;,4
0�z497�
48�

9
;8= V 

 −sI
θ�QU
z, 0� − ∑ U-
0�z-97�-8� R (34) 
From equations (26) and (27) Q� −αLW − WX
K�NR�

K, �� = �
K, 0� − �

�� ∑ LYZ
K, 0� − ∑ YZ,[
0�K[\7�[8� N∞Z8�         (35) 
By substituting θ=β (λ-λx(z)) in  (27)-(30) QF�
z, 0� = V
Fβ
λ− λx
z�� ∑ ∑ P;,-
0�z-9;8==7�-8�                       (36) Q4�
z, 0� = V
Fβ
λ− λx
z�� ∑ Q47�� 
0�z-=7�-8� ,j≥2           (37) Q��
z, 0� = V
�β
λ− λx
z�� ∑ ∑ Q�,-� 
0�z-∞�8�P7�-8= ,                                              (38) Q4�
z, 0� = V
�β
λ− λx
z�� ∑ Q47�,-� z-P7�-8= ; j≥2                                                           (39) 
By substituting  θ=α (λ-λx(z)) in  (33)-(35) P1
z, 0� = SGα
λ− λx
z�� ∑ P;,1
0� + U1  
0�;9;8= a ≤ i ≤ b-1         (40) z9P9
z, 0� = SGαLλ− λx
z�N{ ∑ QP;
z, 0� − ∑ P; ,4
0�z497�48� R9;8=  

+QU
z, 0� − ∑ U-
0�z-97�-8� R}                                                                                     (41) �
K, 0� = �
Lα
λ− λx
z�NS∑ LYZ�
K, 0� − ∑ YZ,[� 
0�K[\7�[8� N∞Z8� ] 
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+∑ LYZ�
K, 0� − ∑ YZ,[� 
0�K[\7�[8� N∞Z8�                                                                                (42) 
solving for P9
z, 0�, P9
z, 0�=P9
z, 0�Qz9 − sIαLλ− λX
z�NR =sIαLλ− λX
z�N {∑ QSG
λ− λX
z�� ∑ P-,;
0�9-8= R97�;8=  -∑ ∑ P;,4
0�z497�48�9;8=  

+QU
z, 0� − ∑ U-
0�z-97�-8� R }                                                                                        (43) 
Let p1 = ∑ P;,1
0�, q1� = ∑ Q�_,1
0�,∞_8�9;8=  and q1� = ∑ Q�F,1
0� ,∞F8�  i≥0 
From the equations (36) and (29) Q
 F�
z, θ�= = �`θ7βLλ<λa
b�Nc { V
�βLλ− λX
z�N − V
�
θ� ∑ p-z-=7�-8� },         (44) 

From equations (37) and (30)  Q
 4�
z, θ�= = �`θ7βLλ<λa
b�Nc { V
�βLλ− λX
z�N − V
�
θ�} ∑ Q47�� 
0�z-=7�-8� ,j≥2         

From the equations (38) and (31) Q
 F�
z, θ�= = �`θ7βLλ<λa
b�Nc {V
�βLλ− λX
z�N − V
�
θ�}  ∑ Q��,-z-P7�-8=  

From equations(36) and (30)  Q
 4�
z, θ�= = �`θ7βLλ<λa
b�Nc {V
�βLλ− λX
z�N − V
�
θ�} ∑ Q47�� 
0�z-P7�-8= ,j≥2       (45) 

From equations (40) and (34)  P
1
z, θ�=
�
θ7α
λ<λe
b�� {s fαLλ+ λX
z�N − SG
θ�
P1 +U1�z1}, a ≤ i ≤ b-1                    (46)  

From equations (43) and (35) 

�

K, �� = 1� −αLW − WX
K�N Q�
αLW − WX
K�NR − �

�� J gQF�
K, 0� − J QF,-� 
0�K[\7�
[8� h∞

Z8�  

+
QF�
K, 0� − ∑ QF,-� 
0�K[\7�[8� �                                                                         (47)  
From equations (39) and (34)  P
9
z, θ�=


iGαLλ<λe
b�N7iG
θ��j
b�
θ7αLλ<λe
b�N
 bk7lIα
λ7λa
b��                                                                               (48) 

where f(z)=SGαLλ+ λx
z�N{∑ p
m 


z, 0� −97�;8= ∑ p
j 
z4�
αLW − WX
K�N S V
�βLλ−97�48�

λX
z�N ∑ Lp
n+

q
n
1Nzn − ∑ Qj

1zj +P7148�=7�-8� V
2βLλ− λX
z�N ∑ 
qn 1 + qn
2 �zi − ∑ Qj

2ziN71
j8a

N71
j8a  T 

Let P(z)=be the PGF of the queue size at an arbitrary time epoch. 
P(z) = ∑ P$i(z, 0) +b−1

i=a P$i(z, 0) + ∑ Q$ j
1∞

j=1 (K, 0) +  ∑ Q$ j
2∞

j=1 (K, 0) +U(z,0)       
 Using equations (40), (41), (42), (43), (44), (45), (46) in (27)        

P(Z)=

m β
SG(α
λ7λ
x�71�� ∑ 
pi+no�Lzb7pqNbr1
i=a

βs t
u
v
λ7λX
z�71�L∑ (pn   
ar1
n=0 +qn    

1 Nzn +

βw
 
u
xLλ7λX
z�N71� ∑ Lqn
1+qn

2NznNr1
n=a

y
αβL7λ+λx
z�N( zb7sI(α(λ7λX
z�)

                                   (49) 

The probability generating function P(z) has to satisfy P(1)=1. Applying L 'Hospital's 
rule and evaluating limb→� P
z� and equating the expression to 1, b- λE(X)E(S) > 0 is 

obtained.Define 'ρ' as  
αλ|
a�|
i�9  .  Thus ρ<1 is the condition to be satisfied for the 

existence of steady state for model under consideration. 
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3.1. Computational aspects of unknown probabilities 
Equation (49) gives the probability generating function P(z) of the number of customers 
in the queue at an arbitrary time epoch, which involves 2N + 1- a unknown probabilities 
namely, q0

1, q1
1, q2

1, q3
1,.............qN71

1 , qa
2, qa<1

2 , qa<2
2 , qa<3

2 ,.................qN71.  2 qi;i80,1,2,…N71
1  and 

qi;i8a,a<1,a<2,…N71
2  are expressed in terms of pi;i80,1,2,…a71. Equation (49) has N+b   

unknowns p0, p1,p2, p3.....pb71,q0,q1,........qN71. The following theorms are proven to 

express qi  in terms pi in such a way that the numerators has only b constants. By 

Rouche's theorm of complex variables, it can be proved that Lzb − 1Ns̃
α
λ− λx
z��� has 
b-1 zeros inside and one of the unit circle |K|=1. Since P(z) is analytic within and on the 
unit circle, the numerator must vanish at these points, which gives b equations with b 
unknowns. 
 
3.1. Expected queue length 
The expected queue length E(Q) (i.e. mean number of customers waiting in the queue) at 
an arbitrary time epoch, is differentiating P(Z) at z=1 and is given bylimK→1 �(K) = E(Q), 

E(Q)=
�

2αβλE
X�Sb7S1T2 ��
��
� ∑ 
p

i 
+ u1�β (b
b − 1� − i(i − 1)b71

i=a f1+ ∑ 
p
i

+ u1 �β
b − i�f2b71
i=a+ ∑ βLp

n
+ q

n
1N f3=7�-8� + ∑ αLp

n
+ q

n
1Nnf497�-8�+ ∑ βLq

n
1 + q

n
2Nf5 +P7�-8= ∑ αLq

n
1 + q

n
2Nnf6N71

n=a ��
��
�
  

where S1=αλE
X�E
S�; S2 = αλE"E
S�+ α2λ
2

E2(X)E(S2);  V1=�λE
X�E
V1�; 
V2=�λE"(X)E
V1�+λ

2�2E2(X)E(V1
2);V3=�λE
X�E
V2�;V4=�λE"E
V2�+ �2λ

2
E2(X)E(

V2
2)  

T1=λαE
X�(b
b − 1� − 2αλE"(1)E
S�−α2λ
2
E2(X)E(S2))+b(b-1); 

f1=[b-s1]S1;  f2=[b-s1]S2-αE(S)T1;   
f3=[b(b-1)(U2 V1+ 2U1V2 +V2U1)+b(U1 V2+ 2U2V1 +V1U2](b-S1)( U2 V1+ 2U1V2 
+V2U1)T1; 
f4=2b(U2 V1+ 2U1V2 +V2U1) [b-s1]; 
f5=[b(b-1)V3+bV4](b − S1) − b(U1 V2 +  2U2V1 + V1U2) T1 and  f6= 2bV3[b-S1]  
 
3.2. Particular cases 
In this section, some of the existing models are deduced as a particular case of the 
proposed model. 
Case (i): Considering single service, (i.e.  a=b=1), and if there is no vacation of type two  
(V$2β(λ− λX
Z�) = 1), then the Equation (49) reduces to  

P(z)=
1

(−λ+λX(z))(z−Sα(λ−λX(z)))
[V$1β(λ− λX(z) − 1)(p0 + ∑ qn

1znN−1
n=0 ] which coincides with 

the queue size distribution of a Mx/G/1 queueing system with N-policy and multiple 
vacations. 
Case (ii): If there is no vacation of type two (i.e., V$2β(λ− λ(z)) =  V
1β(λ− λX(z))), 

P(z)=
�L7�<�a
b�N
bk7i�L�7�a
b�N� { 
SGαL−λ + λX
z�N − 1� ∑ βLz9 − z1Np1 +97�18=V
�βLλ − λX
z�N − 1 
∑ p-z-=7�-8� + ∑ q-� z-P7�-8� �}which gives the queue  size distribution 

of a Me/G(a,b)/1 queueing system with multiple vacations and N policy. 
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Case (iii): If all arrivals are allowed to join the system, i.e.  α=1, β=1, then (49) becomes 

P(z)=
{∑ (S2(λ−λX(z))−1)(zb−zi)pi+(V$2(λ−λx(z)−1),   V$1(λ−λX(z))−1 ∑ (Zb−1)Cnzna−1

n=0
b−1
i=a }

[zb−S2(λ−λX(z)][λX(z)−λ]
which coincides 

with the result Mx/G(a,b)/1 and multiple without setup time and N- Policy of Krishna 
Reddy et al (1998). 
 
6. Conclusion 
A bulk arrival general bulk service queueing with variant threshold policies for secondary 
jobs is analyzed. The probability generating function for queue size at an arbitrary epoch 
is derived. Various performance measures are also   obtained. Some particular cases are 
also discussed. 
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