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#### Abstract

In this paper, we present the numerical method relatively new for solving fuzzy fractional differential equations using Adomian decomposition method (ADM) where the fractional derivative is assumed in terms Riemann-Livoullie sense. The solutions here are expressed in terms of Mittag-Leffler functions. ADM method is an interesting method to solve some fractional order differential equation numerically. Our aim in this paper is to find solution of fractional differential equation numerically with fuzzy valued initial condition by applying ADM.
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## 1. Introduction

A long mathematical history has been studied so far in [11,20,22]. Fractional calculus generalizes the differentiation and integration to an arbitrary order. Fractional differential equations are of great importance in real life problems, since it generalizes our concept more precisely for better description of material properties. Recently fractional calculus has been utilized in development of models area like rehonology, viscoelasticity, electrochemistry, diffusion process etc in terms of fractional differential and fractional integrals[12],[22]. Some theoretical aspects of existence and uniqueness results for fractional differential equation have been considered recently by many authors [13].

A differential and integral calculus for fuzzy valued function was developed in some papers Hukuhara [26], Dubois and Prade [14-16]; Puri and Ralescu [23-24]. The significant results method of fuzzy differential equation and their application has been discussed in the papers [2-3,8-9]. The concept of fuzzy fractional differential equation was introduced by Agarwal, Lakshikantham and Nieto [4]. Fuzzy fractional differential equation (FFDE) has already been solved analytically using integral transform method like Laplace transform method [25]. But since analytical method has some limitation to

## Asim Kumar Das and Tapan Kumar Roy

solve a problem, numerical method is very useful to solve the problem. Regarding this ADM is very acceptable method to solve FFDE. The aim of this paper is to technique of findings the numerical solution of some liner fractional differential equation with initial fuzzy value using ADM. Here the obtained solution are expressed in form of MittagLeffler function, which has been discussed in [22].

The rest of the paper is organized as follows: In section 2 , we introduce some basic concepts of fuzzy mathematics and the definition and notation of Riemann-Livoullie fractional derivatives. The Adomian decomposition method (ADM) is discussed in section 3. In section 4, the solution procedure of FFDEs are determined using Adomian decomposition method (ADM). Finally, conclusion and future research are drawn in section 5.

## 2. Basic concepts

Let E be the set of all upper semi-continuous normal convex fuzzy numbers with bounded r-level intervals. We define the r-level set, if $\tilde{u} \in E \tilde{u}(r)=\{\mathrm{x} \in \mathrm{R}: \mathrm{u}(\mathrm{x}) \geq \mathrm{r}\}$, $0 \leq \mathrm{r} \leq 1$ which is a closed interval and we denoted by $[\mathrm{u}(\mathrm{r})]=[\underline{u}(r), \bar{u}(r)]$ and there exist a $x_{0} \in \mathrm{R}$ such that $\mathrm{u}\left(x_{0}\right)=1$. Two fuzzy numbers $\tilde{u}$ and $\tilde{v}$ are called equal $\tilde{u}=\tilde{v}$ iff $\mathrm{u}(\mathrm{x})=\mathrm{v}(\mathrm{x})$ for all $\mathrm{x} \in \mathrm{R}$. it follows that $\tilde{u}=\tilde{v}$ iff $[\mathrm{u}(\mathrm{r})]=[\mathrm{v}(\mathrm{r})]$ for all $\mathrm{r} \in(0,1)$.
It is clear that following statements are true

1. $\underline{u}(r)$ is a bounded left continuous non decreasing on $[0,1]$
2. $\bar{u}(r)$ is a bounded right continuous non decreasing on $[0,1]$
3. $\underline{u}(r) \leq \bar{u}(r)$ for all $\mathrm{r} \in[0,1]$

The following arithmetic operation on fuzzy numbers are well known and frequently used bellow.
If $u, v \in E$, then $[\tilde{u}(r)+\tilde{v}(r)]=[\underline{u}(r)+\underline{v}(r), \bar{u}(r)+\bar{v}(r)]$

$$
[\tilde{u}(r)-\tilde{v}(r)]=[\underline{u}(r)-\bar{v}(r), \bar{u}(r)-\underline{v}(r)]
$$

And $[\lambda \tilde{u}(r)]=\lambda[\tilde{u}(r)]=\left\{\begin{array}{l}{[\lambda \underline{u}(r), \lambda \bar{u}(r)] i f \lambda \geq 0} \\ {[\lambda \bar{u}(r), \lambda \underline{u}(r)] i f \lambda<0}\end{array} \quad \lambda \in R\right.$
For a real interval $\mathrm{I}=[0, \mathrm{a}]$, a mapping $\tilde{q}: \mathrm{I} \rightarrow \mathrm{E}$ is called a fuzzy function. We denote the r-cut representation of fuzzy valued function as $[\tilde{q}(t ; r)]$ and defined by $[\tilde{q}(t ; r)]=$ $[\underline{q}(t ; r), \bar{q}(t ; r)]$,for $\mathrm{t} \in \mathrm{I}$ and $\mathrm{r} \in(0,1]$. The derivative of a fuzzy function $\tilde{q}(t ; r)$ is given by $\left[\tilde{q}^{\prime}(t ; r)\right]=\left[\underline{q^{\prime}}(t ; r), \bar{q}^{\prime}(t ; r)\right], \quad \mathrm{r} \in(0,1]$. Provided that $q^{\prime}(t) \in \mathrm{E}$. the fuzzy integral $\int_{a}^{b} \tilde{q}(t ; r) d t$ is defined by $\left[\int_{a}^{b} \tilde{q}(t ; r) d t\right]=\left[\int_{a}^{b} \underline{q}(t ; r) d t, \int_{a}^{b} \bar{q}(t ; r) d t\right]$ provided that the integral on the right side exist.

We introduce our definition of Riemann-Liouville integrals and derivatives. Let $C^{F}[a, b]$ be the set of all continuous function on $[\mathrm{a}, \mathrm{b}]$ and $L^{F}[a, b]$ denote the space of all Lebesque integrable function on the bounded interval $[\mathrm{a}, \mathrm{b}] \subset \mathrm{R}$. Let $q \in C^{F}[a, b] \cap$ $L^{F}[a, b]$. The Riemann-Liouville fractional integral of fractional order ' $\alpha$ ' of $\mathrm{q}(\mathrm{t})$ is
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 Decomposition Methoddefined as $J^{\alpha} q(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{q(\tau) d \tau}{(t-\tau)^{1-\alpha}}, \mathrm{t}>\mathrm{a}, 0<\alpha \leq 1$. And the Riemann-Liouville fractional derivative of fractional order ' $\alpha$ ' of $\mathrm{q}(\mathrm{t})$ is defined as $D^{\alpha} q(t)=\frac{1}{\Gamma(-\alpha)} \int_{a}^{t} \frac{q(\tau) d \tau}{(t-\tau)^{\alpha+1}}$
We now define the r-cut representation of fuzzy fractional Riemann-Liouville integral of fuzzy valued function $\tilde{q}(\mathrm{t} ; \mathrm{r})$ based on the lower and upper function as following:
$J^{\alpha} \tilde{q}(t ; r)=\left[J^{\alpha} \underline{q}(t ; r), J^{\alpha} \bar{q}(t ; r)\right]$, for $0 \leq \mathrm{r} \leq 1$
where $J^{\alpha} \underline{q}(t ; r)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{q(\tau ; r)}{(t-\tau)^{1-\alpha}} d \tau$ and $J^{\alpha} \bar{q}(t ; r)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{\bar{q}(\tau ; r)}{(t-\tau)^{1-\alpha}} d \tau$
And the r-cut representation of fuzzy fractional Riemann-Liouville derivative of fuzzy valued function $\widetilde{q}(t ; r)$ based on the lower and upper function is defined as following:

$$
D^{\alpha} \tilde{q}(t ; r)=\left[D^{\alpha} \underline{q}(t ; r), D^{\alpha} \bar{q}(t ; r)\right], \text { for } 0 \leq \mathrm{r} \leq 1
$$

where $D^{\alpha} \underline{q}(t ; r)=\frac{1}{\Gamma(-\alpha)} \int_{a}^{t} \frac{q(\tau ; r)}{(t-\tau)^{\alpha+1}} d \tau$ and $D^{\alpha} \bar{q}(t ; r)=\frac{1}{\Gamma(-\alpha)} \int_{a}^{t} \frac{\bar{q}(\tau ; r)}{(t-\tau)^{\alpha+1}} d \tau$

## 3. Adomian decomposition method (ADM)

We consider the differential equation of the form: $\mathrm{Fu}(\mathrm{t})=\mathrm{g}(\mathrm{t})$, where F is a general differential operator, $F$ can be divided into three parts $L, R$ and $N$ such that

$$
\begin{equation*}
\mathrm{Lu}+\mathrm{Ru}+\mathrm{Nu}=\mathrm{g} \tag{3.1}
\end{equation*}
$$

where $L$ is the highest order derivative which is assumed to be easily invertible, $R$ is a linear differential operator of order less than $L, N$ represents the nonlinear terms, and $g$ is the source term. We may write the equation (3.1) as

$$
\begin{equation*}
\mathrm{Lu}=\mathrm{g}-\mathrm{Ru}-\mathrm{Nu} . \tag{3.2}
\end{equation*}
$$

Applying the inverse operator $L^{-1}$ (which is the inverse operator of $L$ ) on both sides of equation (1.2) one may obtain the following equation:

$$
\begin{equation*}
L^{-1} \mathrm{Lu}=L^{-1} \mathrm{~g}-L^{-1} \mathrm{Ru}-L^{-1} \mathrm{~N} \tag{3.3}
\end{equation*}
$$

For initial value problems, we define $L^{-1}$ for $L \equiv \frac{\partial^{n}}{\partial t^{n}}$ as the $n$-fold definite integral operator from 0 to $t$. for example if $L \equiv \frac{\partial^{2}}{\partial t^{2}}$ is a second order operator then $L^{-1}$ is a twofold integration operator.
We have $L^{-1} \mathrm{Lu}=u(t)-u(0)-t u^{\prime}(t)$, and therefore (3.3) becomes

$$
\begin{equation*}
u(t)=u(0)+t u^{\prime}(t)+L^{-1} \mathrm{~g}-L^{-1} \mathrm{Ru}-L^{-1} \mathrm{Nu} . \tag{3.4}
\end{equation*}
$$

According to ADM, the solution u is assumed as infinite sum of series $u=\sum_{n=0}^{\infty} u_{n}$,
and the nonlinear term Nu is decomposed as follows: $N u=\sum_{n=0}^{\infty} A_{n}$,
where $A_{n}$ are the set of Adomian polynomials. $A_{n}$ 's can be found from formula
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$$
\begin{equation*}
A_{n}=\frac{1}{n!} \frac{\partial^{n}}{\partial t^{n}} N\left(\sum_{i=1}^{n} \lambda^{i} u_{i}\right) \tag{3.7}
\end{equation*}
$$

Substituting (3.5) and (3.6) into Eqn. (1.4)

$$
\begin{equation*}
\text { we get } \quad u=\sum_{n=0}^{\infty} u_{n}=u_{0}-L^{-1} R \sum_{n=0}^{\infty} u_{n}-L^{-1} \sum_{n=0}^{\infty} A_{n} \tag{3.8}
\end{equation*}
$$

where $u_{0}=u(0)+t u^{\prime}(0)+L^{-1} g$ and $u_{n+1}=-L^{-1} R u_{n}-L^{-1} \sum_{n=0}^{\infty} A_{n}, \mathrm{n} \geq 0$
Substituting the values of $u_{0}, u_{1}, u_{2}, \ldots$. in Eqn.(3.4), we can obtain $u$. The convergence for the aforementioned series has been found in [1], [10],[18]

## 4. Solution of linear FFDE by ADM

Let us consider linear fuzzy fractional differential equation $D^{\alpha} \tilde{q}(t ; r)=a \tilde{q}(t ; r)+\mathrm{f}(\mathrm{t})$,
where $0<\alpha \leq 1$, and $f(t)$ is either constant or function of ' $t$ '.
' $a$ ' being constant. with the fuzzy initial condition; $\left[J^{1-\alpha} \tilde{q}(t ; r)\right]_{t=0}=\tilde{Q}=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$, on using the relation $J^{\alpha} D^{\alpha} q(t ; r)=q(t)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left[J^{1-\alpha} q(t ; r)\right]_{\mathrm{t}=0}$ we have,

$$
\begin{equation*}
J^{\alpha} D^{\alpha} q(t ; r)=q(t)-\frac{t^{\alpha-1}}{\Gamma(\alpha)} \tilde{Q} \tag{4.2}
\end{equation*}
$$

$\operatorname{Now}\left[D^{\alpha} \tilde{q}(t ; r)\right]=\left[D^{\alpha} \underline{q}(t ; r), D^{\alpha} \bar{q}(t ; r)\right]$, where $[\tilde{q}(t ; r)]=[\underline{q}(t ; r), \bar{q}(t ; r)]$

With $\left[J^{1-\alpha} \tilde{q}(t ; r)\right]_{t=0}=\tilde{Q} \quad$ then $\left[J^{1-\alpha} \underline{q}(t ; r), \bar{q}(t ; r)\right]_{t=0}=\tilde{Q}=$
$\left[\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right), \gamma_{3}-r\left(\gamma_{3}-\gamma_{2}\right)\right]$
$\therefore\left[J^{1-\alpha} \underline{q}(t ; r)\right]_{t=0}=\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)$, and $\left[J^{1-\alpha} \bar{q}(t ; r)\right]_{t=0}=\gamma_{3}-r\left(\gamma_{3}-\gamma_{2}\right)$
Then using (4.2) we have
$J^{\alpha} D^{\alpha}[\underline{q}(t ; r), \bar{q}(t ; r)]=[\underline{q}(t ; r), \bar{q}(t ; r)]-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left[J^{1-\alpha} \underline{q}(t ; r), J^{1-\alpha} \bar{q}(t ; r)\right] \mathrm{t}=0$
$\therefore J^{\alpha} D^{\alpha} \underline{q}(t ; r)=\underline{q}(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left[J^{1-\alpha} \underline{q}(t ; r)\right]_{t=0}=\underline{q}(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}$
then $J^{\alpha} D^{\alpha} \bar{q}(t ; r)=\bar{q}(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{3}-r\left(\gamma_{3}-\gamma_{2}\right)\right\}$
Case i: When $\mathrm{a}>0$ in (4.1) we have $\left[D^{\alpha} \underline{q}(t ; r), D^{\alpha} \bar{q}(t ; r)\right]=a[\underline{q}(t ; r), \bar{q}(t ; r)]+f(t)$
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$$
\begin{align*}
& \therefore D^{\alpha} \underline{q}(t ; r)=a \underline{q}(t ; r)+f(t)  \tag{4.3}\\
& \text { And } D^{\alpha} \bar{q}(t ; r)=\bar{q}(t ; r)+f(t) \tag{4.4}
\end{align*}
$$

Applying $J^{\alpha}$ in both side of (4.3) \& (4.4) we get,
$J^{\alpha} D^{\alpha} \underline{q}(t ; r)=a J^{\alpha} \underline{q}(t ; r)+J^{\alpha} f(t)$
$\Rightarrow \underline{q}(k ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}=a J^{\alpha} \underline{q}(t ; r)+J^{\alpha} f(t)$
$\Rightarrow \underline{q}(k ; r)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}+a J^{\alpha} \underline{q}(t ; r)+J^{\alpha} f(t)$
In light of ADM we decompose $\underline{q}(k ; r)$ into $\underline{q}(k ; r)=\sum_{k=0}^{\infty} \underline{q}_{k}(t ; r)$
With $q_{0}(t ; r)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}+J^{\alpha} f(t)$
Then we can write by (4.6) $q_{1}(t ; r)=J^{\alpha} a q_{0}(t ; r), q_{2}(t ; r)=J^{\alpha} a q_{1}(t ; r)$.
$q_{k}(t ; r)=J^{\alpha} a q_{k-1}(t ; r)$. $\qquad$ $. k \geq 1$

$$
\begin{equation*}
=\left(J^{\alpha} a\right)^{k} q_{0}(t ; r) \tag{4.8}
\end{equation*}
$$

$\therefore q_{k}(t ; r)=a^{k} J^{k \alpha} q_{0}(t ; r)$
$=a^{k} J^{k \alpha}\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}+J^{\alpha} f(t)\right]$
$=a^{k} J^{k \alpha} \frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}+a^{k} J^{k \alpha+\alpha} f(t)$
Let $q_{h}(t)=\sum_{k=0}^{\infty} a^{k} J^{k \alpha} \frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\}$

$$
\begin{align*}
& =\sum_{k=0}^{\infty} a^{k} \frac{t^{k \alpha+\alpha-1}}{\Gamma(k \alpha+\alpha)} \frac{\Gamma(\alpha-1+1)}{\Gamma(\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\} \\
& =\sum_{k=0}^{\infty} a^{k} \frac{t^{k \alpha+\alpha-1}}{\Gamma(k \alpha+\alpha)}\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\} \\
& =\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\} \sum_{k=0}^{\infty} \frac{\left(a t^{\alpha}\right)^{k}}{\Gamma(k \alpha+\alpha)} \\
& =\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right) \tag{4.10}
\end{align*}
$$
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And $q_{p}(t)=\sum_{k=0}^{\infty} a^{k} J^{k \alpha+\alpha} f(t)$
$=\sum_{k=0}^{\infty} a^{k} \frac{t^{k \alpha+\alpha-1}}{\Gamma(k \alpha+\alpha)} * f(t)=t^{\alpha-1} \sum_{k=0}^{\infty} \frac{\left(a t^{\alpha}\right)^{k}}{\Gamma(k \alpha+\alpha)} * f(t)=t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)^{*} f(t)$
Thus we have $\quad \underline{q}(t ; r)=q_{h}(t)+q_{p}(t)$

$$
\begin{equation*}
=\left\{\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)+t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right) * f(t) \tag{4.12}
\end{equation*}
$$

Similarly we have

$$
\begin{equation*}
\bar{q}(t ; r)=\left\{\gamma_{3}-r\left(\gamma_{3}-\gamma_{2}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)+t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)^{*} f(t) \tag{4.13}
\end{equation*}
$$

Therefore when $\mathrm{a}>0$ the solution of equation (4.1) is $[\widetilde{q}(t ; r)]=[\underline{q}(t ; r), \bar{q}(t ; r)]$, where $\underline{q}(t ; r) \& \bar{q}(t ; r)$ are given by (4.12) \& (4.13).
Case ii: when $\mathrm{a}<0$,
Then $D^{\alpha} \underline{q}(t ; r)=a \bar{q}(t ; r)+f(t)$

$$
\begin{equation*}
\text { And } D^{\alpha} \bar{q}(t ; r)=\underline{q}(t ; r)+f(t) \tag{4.14}
\end{equation*}
$$

Adding (4.14) \& (4.15) we get

$$
D^{\alpha}[\underline{q}(t ; r)+\bar{q}(t ; r)]=a[\bar{q}(t ; r)+\underline{q}(t ; r)+2 f(t)
$$

$$
\begin{equation*}
\text { Let } \bar{u}(t ; r)=\underline{q}(t ; r)+\bar{q}(t ; r) \text {, then } D^{\alpha} u(t ; r)=a u(t ; r)+2 f(t) \tag{4.16}
\end{equation*}
$$

With the initial condition $\left[J^{1-\alpha} \tilde{q}(t ; r)\right]_{t=0}=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)$

$$
\begin{aligned}
& \therefore \quad\left[J^{1-\alpha} \mathrm{q}(t ; r)\right]_{t=0}=\left(\gamma_{1}+\mathrm{r}\left(\gamma_{2}-\gamma_{3}\right)\right. \\
& \quad\left[J^{1-\alpha} \bar{q}(t ; r)\right]_{t=0}=\gamma_{3}-r\left(\gamma_{3}-\gamma_{2}\right) \\
& \therefore\left[J^{1-\alpha} u(t ; r)\right]_{t=0}=\left[J^{1-\alpha} \underline{q}(t ; r)\right]_{t=0}+\left[J^{1-\alpha} \bar{q}(t ; r)\right]_{t=0}=\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right) \\
& J^{\alpha} D^{\alpha} u(t ; r)=u(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left[J^{1-\alpha} u(t ; r)\right]_{t=0} \\
& =u(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right)\right\}
\end{aligned}
$$

Therefore from (4.16) we get

$$
\begin{aligned}
& u(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right)\right\}=a J^{\alpha} u(t ; r)+2 J^{\alpha} f(t) \\
& \quad \therefore u(t ; r)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right)\right\}+a J^{\alpha} u(t ; r)+2 J^{\alpha} f(t)
\end{aligned}
$$

In light of ADM we decompose $u(t ; r)$ into $u(t ; r)=\sum_{k=0}^{\infty} u_{k}(t ; r)$
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With $u_{0}(t ; r)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right)\right\}+2 J^{\alpha} f(t)$

$$
\begin{aligned}
& u_{1}(t ; r)=J^{\alpha} a u_{0}(t ; r), u_{2}(t ; r)=J^{\alpha} a u_{1}(t ; r)=J^{\alpha} a J^{\alpha} a u_{0}(t ; r)=\left(J^{\alpha} a\right)^{2} u_{0}(t ; r) \\
& \qquad u_{k}(t ; r)={ }_{\left(J^{\alpha} a\right)^{k} u_{0}(t ; r) \ldots \ldots \ldots \ldots \ldots \ldots k \geq 1}^{\therefore u_{k}(t ; r)=a^{k} J^{k \alpha}\left[\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right)\right\}+2 J^{\alpha} f(t)\right]} \\
& \left.\quad=a^{k} J^{k \alpha} \frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{3}-\gamma_{1}\right)\right\}+2 a^{k} J^{\alpha} f(t)\right]
\end{aligned}
$$

Let $u_{h}(t)=\sum_{k=0}^{\infty} a^{k} J^{k \alpha} \frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{1}-\gamma_{3}\right)\right\}$

$$
\begin{aligned}
& =\sum_{k=0}^{\infty} a^{k} \frac{t^{k \alpha+\alpha-1}}{\Gamma(k \alpha+\alpha)}\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{1}-\gamma_{3}\right)\right\} \\
& =\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{1}-\gamma_{3}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)
\end{aligned}
$$

And $u_{p}(t)=\sum_{k=0}^{\infty} 2 a^{k} J^{k \alpha+\alpha} f(t)$

$$
\begin{aligned}
& =\sum_{k=0}^{\infty} 2 a^{k} \frac{t^{k \alpha+\alpha-1}}{\Gamma(k \alpha+\alpha)} * f(t) \\
& =2 t^{\alpha-1} \sum_{k=0}^{\infty} \frac{\left(a t^{\alpha}\right)^{k}}{\Gamma(k \alpha+\alpha)} * f(t) \\
& =2 t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)^{*} f(t)
\end{aligned}
$$

Thus we have $u(t ; r)=u_{h}(t)+u_{p}(t)$

$$
\begin{equation*}
=\left\{\gamma_{1}+\gamma_{3}+r\left(2 \gamma_{2}-\gamma_{1}-\gamma_{3}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right)+2 t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right) * f(t) \tag{4.17}
\end{equation*}
$$

Again from (4.14) \& (4.15) we get
$D^{\alpha}[\underline{q}(t ; r)-\bar{q}(t ; r)]=a[\bar{q}(t ; r)-\underline{q}(t ; r)$
Let $v(t ; r)=\underline{q}(t ; r)-\bar{q}(t ; r)$, then $D^{\alpha} v(t ; r)=-a v(t ; r)$
With the initial condition
$\left[J^{1-\alpha} \tilde{q}(t ; r)\right]_{t=0}=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=\left[\gamma_{1}+r\left(\gamma_{2}-\gamma_{1}\right), \gamma_{3}-r\left(\gamma_{3}-\gamma_{2}\right)\right]$
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$$
\begin{aligned}
& \therefore\left[J^{1-\alpha} v(t ; r)\right]_{t=0}=\gamma_{1}-\gamma_{3}+r\left(\gamma_{3}-\gamma_{1}\right) \\
& J^{\alpha} D^{\alpha} v(t ; r)=v(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left[J^{1-\alpha} v(t ; r)\right]_{t=0} \\
&=v(t ; r)-\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\left(\gamma_{1}-\gamma_{3}\right)+r\left(\gamma_{3}-\gamma_{1}\right)\right\}
\end{aligned}
$$

Therefore from (4.18) we get

$$
v(t ; r)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\left(\gamma_{1}-\gamma_{3}\right)+r\left(\gamma_{3}-\gamma_{1}\right)\right\}-a J^{\alpha} v(t ; r)
$$

In light of ADM we decompose $v(t ; r)$ into $v(t ; r)=\sum_{k=0}^{\infty} v_{k}(t ; r)$
With $v_{0}(t ; r)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}\left\{\left(\gamma_{1}-\gamma_{3}\right)+r\left(\gamma_{3}-\gamma_{1}\right)\right\}$
$v_{1}(t ; r)=-a J^{\alpha} v_{0}(t ; r)=J^{\alpha}(-a) v_{0}(t ; r)$,
$v_{2}(t ; r)=J^{\alpha}\left\{(-a) v_{1}(t ; r)\right\}=J^{\alpha}\left\{(-a) J^{\alpha}(-a) v_{0}(t ; r)\right\}=\left\{(-a) J^{\alpha}\right\}^{2} v_{0}(t ; r)$
$\qquad$ $v_{k}(t ; r)=\left\{(-a) J^{\alpha}\right\}^{k} v_{0}(t ; r)$. $\qquad$ $. . k \geq 1$

Now $v(t ; r)=\sum_{k=0}^{\infty} v_{k}(t ; r)$

$$
\begin{equation*}
\therefore v(t ; r)=\left\{\left(\gamma_{1}-\gamma_{3}\right)+r\left(\gamma_{3}-\gamma_{1}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(-a t^{\alpha}\right) \tag{4.19}
\end{equation*}
$$

Hence $\underline{q}(t ; r)=\frac{1}{2}[u(t ; r)+v(t ; r)]$

$$
\begin{align*}
& =\frac{1}{2} t^{\alpha-1}\left[\left\{\left(\gamma_{1}+\gamma_{3}\right)+r\left(2 \gamma_{2}-\gamma_{1}-\gamma_{3}\right)\right\} E_{\alpha, \alpha}\left(a t^{\alpha}\right)\right. \\
& \left.+\left\{\left(\gamma_{1}-\gamma_{3}\right)+r\left(\gamma_{3}-\gamma_{1}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(-a t^{\alpha}\right)\right]+t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right) * f(t) \tag{4.20}
\end{align*}
$$

And $\bar{q}(t ; r)=\frac{1}{2}[u(t ; r)-v(t ; r)]$

$$
\begin{align*}
& =\frac{1}{2} t^{\alpha-1}\left[\left\{\left(\gamma_{1}+\gamma_{3}\right)+r\left(2 \gamma_{2}-\gamma_{1}-\gamma_{3}\right)\right\} E_{\alpha, \alpha}\left(a t^{\alpha}\right)\right. \\
& \left.-\left\{\left(\gamma_{1}-\gamma_{3}\right)+r\left(\gamma_{3}-\gamma_{1}\right)\right\} t^{\alpha-1} E_{\alpha, \alpha}\left(-a t^{\alpha}\right)\right]+t^{\alpha-1} E_{\alpha, \alpha}\left(a t^{\alpha}\right) * f(t) \tag{4.21}
\end{align*}
$$

Therefore when $\mathrm{a}<0$ the solution of equation (4.1) is $[\tilde{q}(t ; r)]=[\underline{q}(t ; r), \bar{q}(t ; r)]$ where $\underline{q}(t ; r) \& \bar{q}(t ; r)]$ are given by (4.20) \& (4.21)

# Solving some System of Linear Fuzzy Fractional Differential Equations by Adomian Decomposition Method 

## 5. Conclusion

Adomian decomposition method (ADM) is a powerful tool which enables us to find solutions in case of linear as well as non-linear equations. The method has been successfully applied to a system of fractional differential equation as well as fuzzy differential equation. It is shown that the applicability of Adomian decomposition method to solve the system of fuzzy fractional differential equations of fractional order $\alpha$ ( $0<\alpha$ $\leq 1)$. The Adomian decomposition method is straightforward and applicable for broader problems. It can avoid the difficulty of finding the inverse of Laplace transform for solving the fuzzy fractional differential equation by Laplace transform method.
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