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1. Introduction

The distance measure, similarity measure and gntobfuzzy sets and IFSs gained
importance since their introduction by Zadeh [124 &tanassov [1] respectively. In [2],
the membership and the non-membership functionsrakpot only on the elements but
also on the time moments. Similarity of two IFSsiridicated by similarity measure.
Szmidt and Kacprzyk in [9] and Xu in [10] propossuhilarity measures of IFSs and Hung
presented a similarity measure of IFSs based orsditafi metric in [4]. The entropy of
IFSs measures the degree of fuzziness of the IE8gsaimperfect information. Fuzzy
entropy was first introduced by Zadeh in 1969.9@2, De Luca and Termini [5] proposed
the axiomatic definition of fuzzy entropy and seleesearches have been done on these
measures for FSs and IFSs by different authordfereint views. Similarity measures and
distance measures of TIFSs were discussed by theran [6]. Burillo and Bustince in [3],
Szmidt and Kacprzyk in [8] and Zhang, Xing and Wiu[7] putforth few IFS entropy
formulae.

In this paper, entropy for TIFSs is defined and édvts properties are studied. The
paper is organized as follows: In Section 2, som&dnotions of IFSs and TIFSs are
reviewed. In Section 3, axiomatic definition andnfolae of entropy of TIFSs are
established and illustrated with suitable examipl&ection 4, a detailed study is made on
the relationship of entropy with distance and sanitiy measures of TIFSs with numerical
illustrations. Section 5 concludes the paper.

2. Preliminaries and notations

Definition 2.1. [2] Let E be the universal set ani be a non-empty set of time
moments. Then, a temporal intuitionistic fuzzy(EBtS) is an object having the form
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A(T) ={< X, s (X, 1),V (X, 1) > /(X 1) DEXT}
where
1. AU E is afixed set.

2. U (X1) and v,(x,t) denote the degrees of membership and
non-membership respectively of the elemérit) such thatO< p/, (x,t) +v, (X t) <1
for every (x,t) UEXT.

Definition 2.2. [7] A real function E: ¢(X) - [0,1] where ¢(X) is the set of all IFSs

defined on X , is named as an entropy of IFSs on finite unive¥seif E satisfies the
following properties:

1. E(A)=0 if A isacrisp set.

2. E(A)=1iff u,(x)=v,(x), forevery x [IX.

3. E(A)<E(B) if A islessfuzzytharB, denoted byA<<B,is
defined as

HA(X) < 15 (X),Va(X) 2Vg(X) for f5(X) <vg(X) and
HA(X%) 2 fg (X),Va(X) SVe(X) for fi(X) 2Vg(X).
4. E(A) = E(A).
The following are two entropy formulae of IFSs whisatisfy the above
conditions (el) - (e4).

El(A):l_ilﬂA(Xi);VA(Xi)l

EZ(A):l_JimA(m-vAM)F

i=1 n

Definition 2.3. [6] Let ¢(X,T) denotes the set of all TIFSs defined ¥n and T and
let A(T),B(T),C(T)O¢(X,T). Then S:¢(X,T)x¢(X,T) - [0,1] is called a
similarity measure of TIFSs if it satisfies thddwling conditions :

1. 0< S(A(T),B(T)) <1 . In particular, S(A(T), A(T)) = 0 if A(T) is
a crisp set.

2. S(A(T),B(T)) =1 iff A(T)=B(T).

3. S(A(T),B(T)) = S(B(T), A(T)).

4. If A(T)OB(T)OC(T) where A(T),B(T),C(T)O0¢(X,T), then

S(A(T),C(T)) < S(A(T),B(T)) and S(A(T),C(T)) < S(B(T),C(T)).

Definition 2.4. [6] Let ¢(X,T) denotes the set of all TIFSs defined on the finiteerse
X and the time domaiT . Let d:¢(X,T)x¢(X,T) - [0,1]. Then, the distance
measure betwee\(T) and B(T), d(A(T),B(T)) satisfies the following conditions:
[(B1)]
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0<d(A(T),B(T)) =<1.
d(A(T),B(T)) =0 ifand only if A(T)=B(T).
d(A(T),B(T)) =d(B(T), A(T)).
4. If AT)OB(T)OC(T) where A(T),B(T),C(T)J¢(X,T), then
d(A(T),C(T)) 2 d(A(T),B(T)) and d(A(T),C(T)) 2d(B(T),C(T)).

w N e

Note : S(A(T),B(T)) =1-d((A(T),B(T)) where d and S are respectively the
distance and similarity measures of TIFSs.

Definition 2.5. [6] Let TIFSs A(T) and B(T) be defined on the finite universe
X ={X,%,,...,x;} and on the time domail ={t,t,,---t }. Let (x,t;)0d0XxT.
Then,the Hamming distands defined as
1 n m
dy (A(T),B(T)) = EZ:,Z;[I Ha( 1) = g (%, ) [+ [Va(X,t) =V (X)) |
i=1j=
+| ”A(Xi ’tj )~ ﬂB(xi ’tj) 1]
the normalized Hamming distanisedefined as
NH (A(T) B(T)) = 2_22“ IUA(Xl ’t ) luB(Xl ’t )l + | VA(XI ) ]) VB(XI ’t )l
i=1 j=1
+| ”A(Xi ’tj )~ ”B(Xi ’tj) 1]
the Euclidean distande defined as
de (A(M),B(T)) =[7 ZZ[I Ha(% ) = g (6,1 P+ Va6, 1) —vg (6,1 P
i=1 j=1
+| ”A(Xi 'tj )~ ”B(Xi ’tj )| ]]1/2
andthe normalized Euclidean distanisedefined as
dye(A(T),B(T)) = [—ZZ[I Ha(% 1) = g (6, 8) P+ V(X t)) —ve (%, 1)
Ni=t =1
+| ”A(Xi ’tj )~ ”B(Xi !tj )| ]]1/2

Notations. Throughout this paper, the following notations mnglied unless otherwise
specified:

Let X ={x,X,,...,X,} be the finite universeT ={t,,t,,...,t } be the finite
time domain and(x,t) 0 X xT. Also, let ¢(X,T) be the set of all TIFSs defined on
X and T and A(T) and B(T) are any two TIFSs defined oX and T.

3. Entropy of TIFSs
Entropy, a measure of fuzziness which featureslabk of sharpness in boundaries is
introduced by Zadeh in 1965 [12] and it is defifi@dFSs by Szmidt [8]. Later, entropy of
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IFSs is discussed by various authors and sevetednmeasures were given which
satisfy the De Luca and Termini axioms formulated FSs [5]. In this section, entropy
axioms and entropy formulae of TIFSs are presented.

Definition 3.1. Let ¢(X,T) denotes the set of all TIFSs on the finite univers
X ={X,%,...,x.} and T ={t,t,,...,t }. ArealfunctionE:¢(X,T) - [0,1] is
called an entropy of TIFSs, IE satisfies the following properties : [(e1)]
1. E(A(M))=0 if A(T) isa crisp set.
2. E(AM) =1 iff p,(xt)=v,(xt), forevery (x,t) X xT.
3. E(A(T)) < E(B(T)) if A(T) isless fuzzy tharB(T) which is
defined as
HA(X ) < U (X,1), V(X 1) 2 V(X t) for pg(Xt) Svg(Xt) or
HA(X 1) 2 L (X,1), VA (X 1) Svg(X,t) for g (X,t) 2vg(Xt).
4. E(A(T)) = E(A(T)).

Definition 3.2. The entropy formulae of a TIF&(T) , which satisfy the entropy
properties of TIFSHel) - (e4) are given as follows :

()E, (AT =1—$iilﬂA(X.t)-vA(x,t)l

i=1 j=1

(i) E,(A(T)) = 1—Jmiii | p () =V A (D)

i=1 j=1

Remark 3.1. The entropy for IFSs and hence for FSs can be el@fivom (i) and (ii) .

Remark 3.2. E,(A(T)) =1—\/ﬁlz:'zlzTZJ,L{A(x,t)—VA(x,t)|” A0[1, ).

Definition 3.3. Let the universe of discourse be defined arb] and time domain be

defined on[c,d], then the entropy formula&, (A(T)) and E,(A(T)) which satisfy
the entropy propertiegel) —(e4) are defined as follows:

. _a 1 b pd :

OE(AM) =1~ o LI 1406t v (x0) deat
. a1 1 b pd _ 2
(i) E,(AM) =1 \/—(b_a)( G20 ol 1D ~VA D dxclt

Example 3.1. SupposeA(T), B(T) are any two TIFSs defined oX ={1,2} and
T ={t,t,} asfollows:
A(T) ={(1,0)/1+(0,1)/2att =t,,(0.2,0.5)1+(0.4,0.5)2 att =t,} and
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B(T) ={(0.5,0.3y1+(0.2,0.6)2 att =t,,(0.4,0.3)1+(0.1,0.9)2 att =t,}.
The entropies for the TIFS#(T) and B(T) are calculated using Definition 3.2
as E(A(T))=0.4 and E(B(T)) =0.63
It is worth noticing that the entropy foB(T) is comparatively higher than
A(T) which coincides with the observation results & tdonsidered TIFS#A(T) and
B(T).

4. Relationship among entropy, distance and similarity measures of TIFSs

Relationship among entropy, similarity and distam@&sures for IFSs is presented in [7].
In this section, a study with numerical examples&le on the relationship within entropy,
distance and similarity measures of TIFSs whichuin, provide interesting formulae for

the entropy and similarity measures of TIFSs.

Theorem 4.1. Assumed is the distance measure of TIFSs aA(T) d¢(X,T). If f

is @ monotonic decreasing function frd@,1] to [0,1], then

f(d(A(T)), AT)) - f(2)
f(0)-f(2)

Proof: It is enough to prove thaE(A(T)) satisfies the axiomatic properti€gl) — (e4)

of entropy measure.
1. If A(T) is a crisp set, then by the distance propertylBSs,

d(A(T), A(T)) =1= E(A(T)) =0.
2. If y,(x,t) =v,(xt) forevery (x,t)O0 X xT
= (01 =V (00 = 2 (x1) and v, (x,1) = (1) V4 (x.1)
= A(T) = A(T)
= d(A(T),A_(T)) =0 (by distance property)
= E(A(T)) =1.
3. Let A(T) << B(T). Thatis, A(T) is less fuzzy tharB(T).
There arises two cases:
Casqi):
HA(%0) < (6D VA (D) 2V (%) for g (x8) SV, (x,1)
= 13 (01) S U (X 1) SV (X 1) SV, (X,1)
= A(T) O B(T) O B(T) O A(T)
= d(A(T), A(T)) 2 d(B(T), A(T))  d(B(T), B(T))
— E(A(T)) = F(d(AT), AM)) - (1) _ F(d(B(T),BM) - (1) _

E(AM)) = is an entropy of TIFSA(T).

: E(B(T))
0)-f(1) f(0)- (1)
which proves entropy propert{e3) .

Case (ii):
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HA(X1) 2 L5 (X,1),VA (X, ) SV (X,t) for ts(X,t) 2Vp(X,t)
= A(T) O B(T) O B(T) 0 A(T)
= d(AT), AM) 2 d(B(T), B(T))
= E(A(T)) < E(B(T))
4. By using distance measure of TIFSs,
d(A(T), A(T)) = d(A(T), A(T))

Then, E(A(T)) = E(A(T)).

Remark 4.1. The entropy formula presented here correspondsg@htropy formulae
E.(A(T)) and E,(A(T)) given in Definition 3.2 by takindf (x) =1-x.

Example 4.1. Suppose TIFSA(T) is considered as in Exampl@.1 and f(x) =1-x.

Then by Theorem4.1 and Definition 3.2() , d(A(T),A(T))=0.6 and
E(A(T)) =0.4.

Theorem 4.2. Let S be a similarity measure for FSs an®(T) O¢(X,T). Then,
S(,LI_A,V_A) is an entropy of TIFSA(T) , where ,u_A =1-u, and Z =1-v,.
Proof : All the properties of entropy of TIFSEL) — (e4) are to be proved.

1. Let A(T) be a crisp set.

Then, p,(Xt) =1 and V,(x,t) =0 (or) w,(x,t)=0 andy,(x,t)=1

= VX)) = (X, 1) and Vo (X,t) = p,(xt) forevery (x,t) 0 X xT

= S(Un:Va) = S(Ups Hp) =0 = E(A(T)) =0

2. S(/'[A’VA) =le Up=v,

o l-u,=1-v, = U, (Xt)=v,(xt) forevery (x,t)0 X xT

Thatis, E(A(T)) =1 iff u,(Xt) =v,(xt) forevery (x,t)0 X xT

3. LetA(T) << B(T).

The result is derived from two cases:

CasHi):

HA(X ) < L (X1), V(X 1) 2V (Xt) for g (Xt) Svg(Xt)

= (6 1) < fp (X, ) SV (X 1) SV (X,1)

= U Oy Ovg v,

= S(Up,V,a) < S(Ua,VE) < S(Ug,Vg) (by similarity properties)

= E(A(T)) < E(B(T)) when A(T) << B(T).

Case (i) :

HA(X1) 2 g (X 1),VA (X, ) SV (%) Tor g (x1) 2vg(x.1),

= E(A(T)) < E(B(T)).

96



Entropy Measure of Temporal Intuitionistic FuzzysSe
4. Let A=<pu,,v,>, then A =<v,, U, >
= E(A (T) = S(,UA' W ) = S(Vas 4y) = S(Up,V ) = E(A(T))

Example 4.2. Suppose TIFSA(T) is considered as in Exampl@.1. Also, Iet,u_A, V_A
and similarity measure for FSS are defined as in Theorem 4.2. Then,
S(u,,v,) =0.4=E(A(T)) .

Example 4.3. The entropy formulae for TIFSs due to the simijamiteasures of FSs [10]
are as follows:

EI(A(T))=l—m ZZ'/UA(th) Val%,t))l

|l]l

E;(AM) =1- J S I 054) VA F

>3- X, Va4
E(A(T)) = 22
ZZ{l—ﬂA(x,t-)DvA(x,tj)}
L= 2068 CUa(xt, )}
E (AT) =—
(AT 22{1 1001 V06, ,))

where E;(A(T)) and E,(A(T)) are same asE (A(T)) and E,(A(T)) in
Definition 3.2.

Theorem 4.3. AssumeA(T) and B(T) are any two TIFSs defined on

X ={X,%,....,x.} and T ={t,,t,,....,t. }. Let A(T)O B(T) or B(T)O A(T) for
any (x,t)0 X xT . Then,

E (A(T))+E (B(T)) = E (A(T) O B(T)) +E (AT) n B(T)) for i =1,2.
Proof :
Case (i): The result is proved for =1 as follows:

E(AM) DB =1 7 57 | hyn (,8) ~Vasa (5,8,

Let A(T) O B(T) = p,(X,1) < g (X,1) and v, (X,t) 2vg(X,t)
= E(AM) OBM) == 3 3 [a(X,t) Vol 1,
(since Uy = MaX(Uy, Ug) and Vg =Min(V,,Vg))

Also, E(AT) n BT) =1-—= 37 37 4, (%) =¥, ()]
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Thus, E; (A(T) 0 B(T)) + E, (A(T) n B(T)) = E; (B(T)) + E; (A(T))
Case (ii) :For i =2,

E,(A(T) O B(T)) =1-\/$12LZT=1I#ADB<& 1)~ Hacs (1)) P
Let A(T) O B(T) = p,(X,1) < g (X,t) and v,(X,1) 2vg(X,t)

= E,(AT) O B(T)) ﬂ—JﬁlZLZTZJuB(x 1) =Ve (Xt P
(since Uppg = MaX(fn, M) and V,og =min(v,,vg))

Also, E;(A(T)n B(T)) =1~ \/ﬁ DD a6 ) ~va(x ) P
Thus, E,(A(T) O B(T)) + E,(A(T) n B(T)) = E,(B(T)) + E; (A(T))

Remark 4.2. The result can be verified foE; ad E,.

Example4.4. Let A(T),B(T) are any two TIFSs withA(T) [0 B(T) defined on
X ={1,2} and T ={t;,t,} as follows:

A(T)={(0.2,0.4J)1+(0.3,0.6)2 att =t,,(0.8,0.2)1+(0.7,0.2)2 att = t,} and
B(T) ={(0.8,0.2y1+(0.5,0.1)2 att =t,,(0.9,0)/H (0.8,0.1)2 att =t,}.

The entropies are calculated using Example 4.3 taedabove result is verified for
i=1,2,3,4.

E, (A(T)) +E, (B(T)) =0.6+0.35= E, (A(T) O B(T)) + E, (A(T) n B(T))

E,(A(T)) + E,(B(T)) = 0.57+0.33= E, (A(T) O B(T)) + E, (A(T) n B(T))

E;(A(T)) + E5(B(T)) = 0.48+0.27= E, (A(T) O B(T)) + E; (A(T) n B(T))
and E,(A(T)) + E,(B(T)) = 0.49+0.28= E, (A(T) 0 B(T)) + E, (A(T) n B(T)).

Definition 4.1. Let A(T),B(T)O¢(X,T) be any two TIFSs. Then, a Hausdorff based
averaging temporal intuitionistic fuzzy sgt( A(T), B(T)) O¢(X,T) is defined from
A(T) and B(T) as follows:

X(A(T),B(T)) ={< X, Ly (am) (X:1),V (agy (X 1) > (X, 1) O X xT}where

Hya (X1 = %[1+ min{| 22, (%,1) = g (X ) VA (X, 1) =V (X 1) [}]

Vyam (X 1) = %[1— max| (1) = g (X )|V A (%, 1) =g (X, 1) [}]

with 1, a5 (X,1) and v, 5 (X t) denote the degrees of membership and non-
membership respectively of the elemdx;,t) such that
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0< lyam (X )V, a5 (X, 1) <1 forevery (x,t) O X xT .

Theorem 4.4. Let E be an entropy of TIFS and\(T), B(T) O ¢(X,T). If
X(A(T),B(T)) is defined as above, thela( Y (A(T)), B((T))) is a similarity measure
of the TIFSSA(T) and B(T).

Proof : [(s1)]
1. Let A(T) be a crisp set.

= Ua(% 1) =1 and v, (%,t) =0 (o) p(%,t;) =0 and v, (x,t;) =1.

= pz(%,t) =0 and v5(x,t;) =1 (o) w;(x,t)=1 and v, (x,t;)=0

1+ min{1,1} 1-maxX1,1} _o
2

= 'u)((A,K)(Xi’ti) = 2

for every (x,t;) 0 X xT.

:>)((A(I'),A—(I')) ={< %,1,0>/x O X} isacrispsetinX .
= E[Y(A(T),A(T)] =0

2. Let E(x(A(T),B(T)) =1

= Uyap =Vyap (Dytheentropy property of TIFSs)

= 1+min{| ,UA(Xi’tj)_:UB(Xi'tj ) VA(Xi!tj)_VB(XHtj) I}
=1-max] /'IA(Xi!tj)_/'[B(Xi!tj )|1|VA(Xi1tj)_VB(Xi1tj) I}
< min{l :uA(Xi!tj)_:uB(Xi!tj )l!lVA(Xi’tj)_VB(Xi’tj) |}+
max{| 4a(Xt;) = g (Xt ) LIVa(X. 1) —ve(X.t) [} =0

= L HAG ) = e (% 8) [+ VA (6, 8) =Ve (X)) [= 0
‘:’lluA(Xi’tj)_ﬂB(xiatj)l:O andl'/A(Xi’tj)_VB(Xi’tj)lzo
= Ua(%, 1) = tg(X,t;) and v, (X,t;) =vg(X,t;) forevery
(%, 1) 0 XXT

= A(T)) =B(T)

3. Assumeld, g (X,t;) = Lys.4(X%,t;) and

Voar (X)) =V, ea(X,t;) forevery (x,t;)0XxT

= ¥(A(T),B(T)) = x(B(T), A(T))

= E(X(A(T),B(T))) = E(x(B(T), A(T)))

4. If A(T)OB(T) OC(T), then for (x,t;) 00 X xT,

HA(X 1) S Hg (%, 1) S (%1 8) and v, (%) 2V (%,t) 2 Ve (X))
= 1A% 15) = e (%1 ) Bl A (X 1) = (X, 1)) | for every
(Xi’tj)DXxT andl'/A(Xiatj)_Vc(Xiatj)'ZlvA(Xiatj)_VB(xiatj)l

=1 and VX(A,Z\)(Xi’tJ) =
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Thus, £, ac)(X%,1)) 2 Uy (ap)(X,t;) and

Voac) (X:1) SV, ag (X,t;) forevery (x,t;) 0 X XT.

Also, Ly g (%:t)) 2V, ag(X,t;) forevery (x,t;)0XxT.

= ¥(A(T),C(T)) << x(A(T), B(T))

Thus by entropy propertyE (Y (A(T),C(T))) < E(x(A(T), B(T)))
Similarly, E(x(A(T),C(T))) < E(x(B(T),C(T))) can be proved.
Hence E(X(A(T),C(T)) = E(x(A(T), (B(T)) CE(x(B(T),(C(T))

Remark 4.3. E(xY(A(T),B(T))) between TIFSSA(T) and B(T) is also a similarity
measure.

Remark 4.4. For any a ([1,), TIFS ¢(A(T),B(T)) is given as a generalization of
Definition 4.1 as follows:

¢(A(T), B(T)) ={< X, Uy ap) (% 1),Vyap (X 1) > /(1) DEXT}
where

Hann (X, = ST ML 2,06,8) = X, )P VA 8) =V (5,8 P

Vnen (i) = Z1L=Mad] 41, 6,8,) = (. )P IV, (5,8) =X, )P
Then, E(@(A(T),B(T))) and E(¢(A(T),B(T))) are both similarity measures of
TIFSs A(T) and B(T).

Example 4.5. Suppose TIFS#A(T) and B(T) are considered as in Examp@.1 and
X(A(T),B(T)) is defined as in Definitiord.1.

Then,
X(A(T),B(T)) ={(0.65,0.5)/1+(0.6,0.3)2 att =t,,(0.6,0.4)L+ (0.65,0.3R att = t,}
and E(Y(A(T),B(T)) =0.69= S(A(T),B(T)) .

Example4.6. Let A(T)O¢(X,T) and

E,(A(T)) = 1—%2?:12711%(& ;) =Va(%,t;)| is an entropy of A(T).

Therefore, from Theorem 4.4,
S(A(T), B(T)) = E(x(A(T), B(T))

1 n m
= 1_W2izlzj:1|/~1(A,B)(Xi ’tj) _V(A,B)(Xi a )|

o LS ST [ min ], 06,4) = o 5, LVAKGE) Ve (6. 1 -

[L-max] ga(%,t;) = La (%, ) LIVa(X, 1) =ve (%, 1) (1]
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1 n m
< 1_ﬁ2izlzjzl[| ,UA(xi ) _:UB(g,tj) |+|VA(xi,t]-) _VB(Xi ) |]

= 1-d(A(T),B(T))

Definition 4.2. Let A(T)O¢(X,T). Then, the averaging distance based temporal
intuitionistic fuzzy setsf (A(T)) and g(A(T)) are defined from TIFSA(T) as

follows:

where

where

fOAT)) ={< X Uy (a) (1), V4 () (X, 1) > /(X 1) O X xT}

_ 2
1 4,0 =V, (G DF

tuf(A)(X’t): 5
1- X,t)—v.(xt
Vf(A)(X,t) - |1UA( ; A( )l

9(AT)) ={< X, Hy(a) (X 1),V (%, 1) > (X, 1) D X XT}

1-| ﬂA(X1t;_VA(X1t) | and
1| 1, (68) v, (6D F
2

:ug(A)(X!t) =

Vo (x,t) =

with p(x,t) and v(x,t) denote the degrees of membership and non-mempershi
respectively of the element(x,t) such that 0< p(x,t)+v(xt)<l for every

(x,t) O X xT.

Theorem 4.5. Let A(T)O¢(X,T) and S be a similarity measure of TIFSs. Define the

TIFSs f(A(T)) and g(A(T)) as in Definition 4.2. ThenS(f (A(T)),g(A(T))) is an

entropy of A(T).

Proof: The conditions of entropy property of TIF$€l) —(e4) are to be satisfied. [(e1)]
1. Let A(T) be acrisp set. Then, for evefy,t.) 0 X xT,

= Up (%) =LYa(%,1) =0 (or) ua(x,t;) =0,v,(%,t;) =1.

= Uy (X%:1) =L (%,1) =0 (0r) g0 (%,t) =0,V (%,t) =1.
= f(A(T))=X and g(A(T)) =¢

= S(f(A(T)),g(A(T))) = S(X,¢)=0.

2. E(AM))=1

= S(f(A(T)), 9(A(T))) =1

= f(A(T)) = g(A(T))

= My (X)) = My (%,8) and vy (%,t;) = Vg (X%,t;) for every
(x,t,)0X%T
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= [l Ha(6 1) =VACGE) NI aa (X 1) =V A (%, 1) [+1] =0

= Ha(%,1) =Va(%,t;) forevery (x,t,) 00X xT

3. Let A(T) << B(T). There arises two cases:

CasHi):

= A% 1) S e (6, 1).VA(X 1) 2V (X)) for pg(X,t) sve(X.t))
= Ua(X, 1) < g (X,1) Ve (X,t) SVa(X,t)

=] Ua(% ’tj) —Va(X s ) Bl g (% ’tj) —Vg(X s )

Hence, g(A(T)) O g(B(T)) O f(B(T)) O f (A(T))
Thus, by using similarity measure property,

E(A(T)) = S(f(A(T)), 9(A(T))) = S(f (B(T)), 9(A(T)))

< S(f(B(T)),9(B(T))) = E(B(T))
Case (ii):

Ha(X ’tj) = g (% ’tj)’VA(Xi ’tj) <Ve(X ’tj) for 4i5(% ’tj) 2 V(X !tj)!
= HA(X1) 2 (X, 1) 2V (%, 1) 2 V(X L))

=] Ua(% ’tj) —Va(X s ) Bl g (% ’tj) —Vg(X s )
Hence, g(A(T)) O g(B(T)) O f(B(T)) O f (A(T))

= E(A(T)) = S(f (A(T)), 9(A(T))) = S(f(B(T)),9(A(T)))

< S(f(B(T)),9(B(T))) = E(B(T))
4. By the definition of f (A(T)) and g(A(T)),

f(A) = f(A)) and g(AT)) = g(A(T))
= E(A)) = S(f (A(T)), g(AM))) = S( (A(T)), g(AT))) = E(AT))

Remark 4.5. S(f(A(T)),g(A(T))) is an entropy of TIFSA(T).

Example 4.7. Suppose TIFSA(T) is considered as in Exampl@.1 TIFSs f (A(T))
and g(A(T)) are defined using Definitio®.2 as follows:

f (A(T)) ={(1,0)/1+(1,0)/2att =t,,(0.5,0.35)1+(0.5,0.45R att = t,}
and

9(A(T)) ={(0,1)/1+(0,1)/2att =t,,(0.35,0.9)1+(0.45,0.5R att = t,}

Then, S(f (A(T)),g(A(T))) =0.4= E(A(T)).

Example 4.8. Consider any two TIFS#\(T), B(T) O ¢(X,T) and the normalized
Euclidean distance measure. AIs8(A(T), B(T)) =1-d(A(T),B(T)). Then, by

Theorem 4.5, entropy of A(T) can be drawn as falow
S(A(T), B(T))

102



Entropy Measure of Temporal Intuitionistic FuzzysSe

=1 LS ST (5,8 = o (6.8 F +1VAX.8) Ve (X, 8)FT?
S(f (A(T)). a(B(T)
=1 3 S 200 (5,8 Va0t ) X8 =V, P2

1 n m
=1- 4 ZZ[I IUA(Xi !tj)_VA(Xi !tj)|4 + |IUA(Xi ’tj)_VA(Xi ’tj)lz
MmNz =

1
+ 2|IUA(Xi’tj)_vA(Xi’tj)|3]2
is an entropy of TIFSSA(T).

5. Conclusion

In this paper, entropy measure of TIFSs and relalkipp among entropy, distance and
similarity measures are studied. Thus, differeritogy and similarity measure formulae
are obtained and are demonstrated by suitablerdliens. It is further proposed to work
on the relationship of inclusion measures of TIK&S distance, similarity and entropy
measures.
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