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Abstract. In this article, we considered a discrete-time iserfacility system, viewed as a
Markov Decision Process (MDP). Decisions are tadediscrete time epochs to control
admissions to the system. Here the queue beforsettver is divided inteligible queue
and potential queue Potential queue has two types of customers (Briand non-
priority). It is assumed that demands arrived tigitmut the period but they are satisfied
only at the end of the period. The MDP based omameecost criteria is used to find the
optimal policy to be implemented for the system.mvuical example is provided to
illustrate the problem.
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1. Introduction

Modelling of inventory systems maintained at a &&rfacility has received considerable
attention in the last three decades Berman etlpkt{idied the first model in inventory
management with a service facility which is relagsione item from inventory to
complete each service. This is equivalent to th&enta-order production system with
common component inventory. They considered a medtdl constant demand and
service rate in which queues can occur only dustogk out period. So treating the queue
in the service facility as a potential componenbsgélength shall be reduced. So optimal
admission control must be done to protect the sy$tem congestion.

For this purpose we imposed the Markov Decisiarc®ss frame on this problem to
implement sequential decision making. This kindle€ision problems arise in feed back
control of engineering systems, portfolio manageraad supply chain management etc.

The standard mathematical formulation of this peablinvolves MDPs. Thus the
states of the system is modeled as a Markov Chelilgse transition probabilities
depends on the appropriate action chosen by coimgidéne state-action dependent cost
is incurred at each stage.

Recently Kim [6] considered the admission contnodl ahe inventory management
problem of a make-to-order (MTO) facility with a mmon component, which is
purchased from a supplier under stochastic lead fimcesses and setup costs. Arriving
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demands of MTO type (different types) are satisfieg using common (single)

component. Selvakumar et al. [10] considered areliedime MDP in a service facility

system in which inventory is maintained to complite service. Decision is taken at
discrete time epochs to control both admission iamentory control in service facility

systems. Control system is used to transfer cus®ifinem potential queue to eligible
gueue, but with single demand class.

When arriving customers consist of two types (adnand priority) as already
studied (Veinott [12], Nahmias and Demmy [7], H&,4]), Dekker, Hill, and Kleijn [2],
Sapna [9], Karthick et al. [5]).

In this article, we considered a service facilijgtem with two types of customers.
The arrival of customers to the system is contdollyy taking decisions at discrete
decision epochs. Here, we use policy iteration oettlo optimize the expected total cost
rate. In the last section a numerical exampleadsided to illustrate the model.

2. Model description

Lia Xt
N
SERVICE
ARRIVALS 5 @ ADMIT ELIGIBLE COMPLETION
—p P 7 - g QUEUE —>
gl() Yi
g.() .
? POTENTIAL
QUEUE
REJECT
Figure 1:
* The system is observed evemy>0 unit of time and the decision epochs are
01,7 H 27 1

« Admissions to the service facility is controlled; $plitting the queue into Eligible
queue and Potential queue. Potential queue hastypes of customer called
priority (TY) and non-priority T?) customers.

« At each decision epoch the controller observesnilmaber of customers in the
system (Eligible queue + Server) and number of rjggioand non-priority
customers in the potential queue.

» Assume that the maximum capacity of waiting spacehe eligible queue i8l
(finite).

Maximum number of customers to be admitted at tapecht = N - Number of
customer in the eligible queue at tiheOther customers are rejected.

« Arriving customers to service facility system fall® a probability distribution

g,(0) and g, (I for priority and non-priority customers respecivend the
arriving customers are placed in potential quewssBle service completions in
each period follows a probability distributiof(J.

* No partial service completion allowed during anyiqe
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« All serviced customers depart the system at theoéperiod.

3. MDP formulation
We consider the MDP having five components (tup(@s)S. A.p.(d).t( ))-

Decision epochs:

T={07.27,.}

States:

S=38%3

s={0,1,2,..,Nx{ 0,1,2,}.

S :{ $: $ deotesthe number of customers in the system eligible queuserver)}
S, ={'s: sdendes the number of customers in the poiahtjuelg}

Actions:
Number of customers admitted is the decision végiab

A o) ={0,12,..5} , s+s< N
Transition probability:
f(s+a-g)ds) if a s> $>0
N
{z f(i)}g(s?') if §'=0, at $>0

p(s1sgd=1 L%
9(s.) if §'=a+$=0

0 if s'>a+g20.

where g(s,) = g(n,)0g(n;),s=(s,8), s=(5, $).

Cost:
c(sa=Ks+a+ (), & A & s(,s,5

The stationary cost structure consist of two coneptst a waiting cosk( y) per period

when there arg/(= 5 + & customers in the system and an incentive qn(sit), when i
priority customers are transfer from potential upigo the system.

4. Analysis
Let X, denote the number of customers in the system iriatedy prior to the decision

epocht and Z, is the number of customers arrivals in the petio@ustomer arriving in
the periodt —1 enter the potential queue at time epoch t. Rialegueue has two types
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of customers (Priority and non-priorityX® and X represents number of priority
and non-priority customers in the potential queiuin@e epoctt respectively.

Decision rule:
At the decision epoch the controller admit:éN - Xt)+ (number of waiting space in the

system at time epoct) = u, of customers from the potential customer queue ihe
system.

()" =1
0 if x<0.
The random variableZ, assumes non-negative values which follows a tinvariant
probability distributiong(n),
9(n) = ¢,(n,)tg, (n,)
=p{z®=n}P{z?=n}, t=012.

where Z”, Z® denotes the number of priority and non-priority tousers arrived in

{x if x>0

the period and g,, g, are independent.

Let Y, denote the number of “possible service completiahsing periodt. The
random variableY, assume non-negative integer values and followsna tnvariant
probability distribution f (n) =P{Y, =1}, t=0,1,2,..

Time Potential queue System
tt+ z8+219 = X0+ x? X,
0 X, +4,

Here t + denotes the time point in time immediately aftee tcontrol has been
implemented but prior to any service completions.

Xt Zt—1 Xt+1

v

Figure2:
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Number of customers admitted to system from potential job queue at time epoch t:
O Xt(l) > N - X admit (N — X,) priority customers, reject all other customers
including non-priority customers.
(i) If X <N=-X admit X customers and iX!? > N- X — X® admit
(N=-X - Xt(l)) non-priority customers, reject remaining non-ptjocustomers
else if X/ < N—- X — X® admit X/? customers.

Heret + denotes a point in time immediately after the maritas been implemented
but prior to any service completions.

The system state at a decision epods denoted by the paifX,,l,), where

|, denotes the content of the potential queue atidecipoch.
The two component of the system state is given by

X =Y +(N~-X) if X>(N-X) and X¥* =0
o= XX AN E) 1l R s (i )
XY+ X2 i P<(N= ) andk @< NX - XY).
=70 +7z3 = x® + x@

It+l t+1 +1°
The one step costs are given By(s, a), s=( $s,).
Let (Xt, It) denote the state of the system of decision ep@oldinning oft™ period).
Assume the stationary polid® and hence the transition probability

pt(s'ls,a)= Pr{( X+1’l+1)= S'( )t(’ll) = 5}3’ ;( 1§ 23' S=( 11%)'
regardless the past history of the system up te &pocht .
Then{(X,; 1,):t=0} is a Markov chain with discrete state sp&e $x S. Thet-

step transition probabilities of the Markov chairdar policy R is given by
p(s19(R)=P{(X.1)=s1(%.b) = sB . &(8s) s=(s.s).

Define V, (s R), s=( § § denote the total expected cost over the firstecision

epochs with initial stat¢s,, s,) and policyR is adopted.

Then

V(sR=SY (s (R e( B (8.9, 3(,s.)

k=0 sTIS
where,

C, (R) = waiting cost of customer/period + incentive cost.
=C,xL+C,xP,
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where L denotes the mean number of customers in the kligibeue + 1 in service

counter andP denotes the number of priority customers are teansfrom potential
gueue to the system

5. Cost analysis
The average cost functidn (R) is given byh,(R) = Itim%\{(s, R),(s,5)0 < The

elements of the above average cost function idaltlee Theorem (Puterman [8] & Tijms

[11)).
Theorem5.1. Foralls'=(s", s'),s=( $5,)0S,

t
{im%Z p (s| s R always exists and for any' =(5', §)0S.
L=

I 1 if state s is recurren
im 3" g (51 9= { &
“ 0 if state S is transient

where £," denote the mean recurrent time from s(aié, 52) to itself.
1 S . o
Also lim=> p®(s19= 7lim=> #(¢). s=(s.5).s'=(s"s,).
k=1 k=1
Since the Markov Chai{1( X, 1):t=0,1,2, } is a unichain which is irreducible, all its
states are ergodic and have a unique equilibriwgtnilolition.
1
Thus, 7., (R) =mT>" B9 (s1 9( B, s=(s.5), $=( &),
k=1

exist and is independent of initial state , suelt #aP = /7 and Zﬂ(s) =1.
1S

6. Optimal policy
A stationary policy R* is said to be an average cost optimal policy if
h . (R*)sh,(R for each stationary policyR uniformly with the initial

state(s,, S).
The relative value associated with a given poRyprovides a tool for constructing a
new policy R* whose average cost is no more than that of themupolicy R.

The objective is to improve the given poli€& whose average cost ha(R) and relative

value v, (R), (s,s)OS
By constructing a new policyR such that for eacﬁsl, %) s,

Co (R*)=h(R+2. P ( R) W < G @

sdsS
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where, s=(5,s) and s'=(5"s') , we obtain an improved ruleR* with
h(R*)< h( R. We have to find the optimal polidR* satisfying (1) which minimizes
the cost functionsc (a) - h(R)+Y_ p(s|s,d v( R overall actionsal A(S).

sTS
7. Algorithm
Step 0: (Initialization)
Choose a stationary polidR for the periodic review based admission contradénvice
facility system with two types of customers.

Step 1: (Value determination step)
For the current policyR, compute the unique solutic(lln( R),VS(R)) to the following
linear equations

v=6(R-H A+ a(sI9(Rv(H s(s 90s

sTS

v, =0, where s=( §s,) is arbitarily chosen state ir.

Step 2: (Policy improvement)
For each stats = ( S, g) [0S determine the actions yielding, optimal cost, that

a Oarg arg]il{cs(a)—h( R+> p(s]s.a \é.(R)}

s'0S

The new stationary policiR* is obtained by choosind* = a,.

Step 3: (Convergencetest)
If the new policyR* = R( the old one), then the searching process stoispaiicy R.
Otherwise go t&tep 1 with R replaced by newR* .

8. Numerical example

Consider a MDP formulation of a service facilitysgym with two types of customers.
Admission to the system is controlled by observihg number of customers in the
eligible queue and potential queue. Decisions afdigiant time epochs are taken to
admit the eligible number of customers by obsertimgdifferent category of customers
and available empty space in the system.

For the system we assumd,=5. Let{X (t) 2 0} where X(t) denote the number of

customers in the eligible queue be a stochasticgss with has state space

S ={0,1,2,3,4,band action seA ={0,1,2,...s,} ,wherg+ s< !

Assume that the incentive cogt = 0.1 per customer for priority and waiting cost ke ¢

= 0.01 per customer.

s\s 5 4 3 2 1 0
5 0.27 0.3t 0.2( 0.1C 0.0t 0.0:
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4 0.01 0.2C 0.37 0.3C 0.1C 0.0z
3 0.0z 0.04 0.2¢ 0.t 0.1¢ 0.0¢
2 0.0z 0.04 0.0¢ 0.2¢ 0.5¢ 0.1C
1 0.01 0.0¢ 0.04 0.0¢ 0.37 0.5C
0 0.0z 0.0¢ 0.0¢ 0.0¢ 0.12 0.6¢

Computational procedure:
For any given policyR, the policy improvement quantity is given by

T.(aR=¢(d-HR+D P 8l sy )Ja wherg(la, )R (v) R fora,

sOs
Iteration 1:

Policy iteration algorithm is initialized witiRY = (O, 0,0,0,0, 5 which prescribes the

transfer of 5 priority customers from potentiakge to the system(eligible queue + 1 in
server) when there is no customer in the syst8olving the system of linear equations

connecting the average cd¥R)® by assumings= 0 we get
v (RY)=0,v,(R?)= 0.1424144001y,( R”) = 02601353793,

v, (R¥)=0.4703303818y, ( R¥ ) = 0.7836061876y, ( R ) = 1.369282975,

h( R(l)) = 0.2291639559

T, ( a, Fél))
s \a 4 3 2 1 0
4 X X X 0.15 0.1824144090
3 X X 0.25 0.14 0.2901353793
2 X 0.35 0.24 0.13 0.4903303818
1 0.45 0.34 0.23 0.12 0.7936061876

The new policy will beR® = (0,1,1,1,1,5. Since the new policR? is different from

the initial policy RY the searching process continues.

Iteration 2:

For the poIicyR(z), solving the system of linear equations connedtiregaverage cost
h(R)® by assuminga~ 0 we get

v (R?)=0,v,(R?) = 0.2484449811y, (R?) = 03411719874,
v, (R?) = 0.5096793582y, (R ) = 0.7611227312y,  R?) = 1.227951781,

h( R<2)): 0.2810527667.
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Ts(a, F%Z))
s \a 4 3 2 1 0
4 X X X 0.15 0.188444981(
3 X X 0.2¢8 0.14 0.271171987
2 X 0.35 0.24 0.13 0.4296793587
1 0.45 0.34 0.23 0.12 0.6711227311

Since the new polic;R(3) :(0,1,1,1,1,5 is identical with the policy, the searching
process stops here. After two iterations we obthinthe optimal policy
R :(0,1,1,1,1,5 which prescribes the following rule: It is bemé to allow no

customer, 1 priority customer, 1 priority and Olaordinary customer, 1 priority and O or
1 or 2 ordinary customers, 1 priority and 0 or 12oor 3 ordinary customers and 5
priority customers to the system at system staied, 3, 2, 1and O respectively.

9. Conclusion and futureresearch

In this article we analyzed a discrete time MDReénvice facility systems with two types
of customers. We control the number of customersitéed to the system by observing
two types of customers in the potential queue anpitye space in the system. Decision to
admit customers is made at the beginning of eaciogeln future we would like to
extend the model to control both service and inmgnin a service facility with inventory
management.
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