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equations of fractional order with a small paramdte the derivative. Regularization
problem is produced, and algorithm for normal anifjue solubility of general iterative
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1. Introduction
We consider the following singularly perturbed pewh:

Ly(te)=ey"? - A)y=HY,  ¥0&)=Y¥, OO,T] 1)

where y ={y, Y4 —unknown vector-functionh(t) ={h, h} —known vector-function,

A(t) - 2x 2—matrix-function, y° ={ y¢, ¥} — known constant vectorf >0 — small

parameter. It is required to construct a reguldriasymptotic solution [1,2,8] of the
problem (1), in the form of the series

V(t8)=3 £y, (0,

partial sum of which satisfies the following inetjtyafor small enoughe :

IIy(t,e)—ym(t)llitrggﬁ {12)-Y & y()(s Ge".  O<e<e,.

Problem (1) is a Cauchy problem for an ordinarjedéntial equation of fractional
order. According to the definition of a fractionarder derivative [4,5,6], i.e.
Yy >1) =t y(1), 0<a <1, where y'(t)—derivative of the first order from the
function y(t) by the variable, we write the problem (1) in the following form:
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Lyte) =eVty - A y=H),  ¥0.&)=¥, T[0T, )

2. Formulation of the problem
We will consider the problem (2) under the follogriassumptions:
1) matrix-function A(t) and vector-function h(t) belong to the space

C”[0,T], that is elements of the matrix-functiof(t) and components of the vector
h(t) have derivatives of any order on the segnfént].

2) the matrix function A(t) of the Jordan structure, such that roots of the
characteristic equation

de{ A9 -A1=0,

where | —unit matrix of the2x 2,order, satisfy the following requirements:

a) A(t) #A,(1), A,()<0, j=1,2, 0t0O[OT [;

b) Rel; (<0, j=1,2, OtI[O,T]

Some of these conditions may be weakened. In péaticto construct asymptotics
of finite order, it is not necessary to requirarité differentiability of the matrix function
A(t) and the vector functiof(t) . For this, it is enough to require finite smootbmef

A(t) andh(t).

Under the described conditions for the spectrunthefoperatorA(t), there is a
matrix C(t) = (¢ (1), ¢, (1) with columnsc, (t) 0 C* ([0, T], C') such that the following
identity holds for allt (1[0, T]:

CHB)(® A C() =AY = diadA (), 4,(D.
We denote by (t) — i —th column of the matrixA(t), by d;(t) = j —th column

column of the matriYC™()]”, j =1,2. It is clear that at any[J[0,T] the following
equality holds:

A, () =A0d () (c1),dW)=4 (i,j =12),

where 6“- — the Kronecker symbol.

3. Regularization of the problem
We introduce regularizing variables [2]:

= j—ds #,(te), (=12,
and instead of the problem (2) we WI|| considexteaded» problem
Ly.r.e)=& "y+2/| O —A(t)y h), W0.06)= Y. ®)

Relations of the problem (3) with the problem @)hat if y(t,7,£) is a solution of the
problem (3), then contraction of the solution
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Y(t. 4. (1.£).0,(t.€).6)= y(t.€)
whenr, =¢,(t,£),7,=9@,(t,£),£) will be exact solution of the problem (2).
Defining a solution of the system (34) in the foofrseries:

J(67,6)= Y ey (t1), Y, (LD)OC(0,T], ), @
k=0
We obtain the following iteration problems:
& Bt=IAOL - AY%=HY, ¥ 0.0)= §: ©
=1 j
g Ly (te) =—ﬁ%, v, 6,0)=0; )
o Lyk(t,s):—%, y,(0,0)=0, k=1 7)

4, Solvability of iteration problems
Solution of each of the iteration problenfs®) will be defined in the spack) of
functions of the form:

U={y(t,U)I y= )é(t)+z, y(yé, y(oc(o, T, C)}- ®)
Each of the iteration problen{g*) has the following form:
yte) =3 4,02 - Ay =t ©

where h(t,7) OU —corresponding right hand side.
The following proposition takes place.

Theorem 1. Let h(t,7) JU and conditions 1) ancaphold. Then, for solvability of the

equation (9) in spacd , it is necessary and sufficient that the followgmnditions hold:
<h(t,7),d;(1)>=0, =12, OtO[OT ] (20)

where dj (t)—eigen functions of the matrix of functioné\(t), corresponding to
eigenvaluest, (t), j =1,2.

Proof. Defining a solutiony(t,7) of the system (9) as an element (8) of the spagce
we get the following systems for the coefficietygs(t), j =0,1,2, of the sum (8):

[A®OI -AD) v O =h(1), k=12 (11)
—AY,()=h(®), (I=diag(L,1). (12)

The system (12), due todetA)#0, has a unique solution
Y, (1) ==A* () h(9).The system (11) is solvable i€”[0,T] if and only if the
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condition <h(t),d (t)>=0, k=1,2,0t0 [O,T ]holds, that coincides with the
condition (10). Theorem 1 is proved.

Remark. If the conditions (10) hold, system (9) has a sotuthat can be represented as

_~ 2 (h (1), A, (1) « — Al
y(t,7) kzﬂ‘, ak(t)Q(t)Jr#k—/lk(t)—As(t) (& - AN (13)
where g, (t) OC”[0,T], k=1, 2- arbitrary scalar functions.

The following theorem establishes conditions undéich the solution (13) of
system (9) is uniquely defined in the clds$s

Theorem 2. Let 1), 2) hold andh(t,7) JU of the system (9) satisfy conditions (10).
Then the system (10) with additional conditions:

¥(0,0=y’, (14)
<_\/f¥,dj(t)>zo, j=12, XO[OT ] (15)

where y° [0 C" —known constants, is uniquely solvable in the spdce
Proof. Since conditions of Theorem 1 hold, the systenhé®) a solution in the spatk
in the form (13), where functione'k(t), k=12 have not yet been found. To calculate

them, we will use additional conditions (14) an8)(1
We subject (13) to the initial condition (14), wet ghe system:

: & (h.(0),0,(0)) _ Al _
§|:ak(o)ck (@"‘y%lm CS(O)} OLIOSRE

Multiplying scalarly both sides of this equality h[j((O) and taking into account
biorthogonality of the systemfc, (t)} and {d ()}, we uniquely find initial values
a,(0)=ay, for the functionsa, (t), k=1,2.

We subject now the function (13) to the conditi@B)( First caIcuIatea%:

{(akcu a,kck){ 3 (dYAA)=(h d)A =AY (g d;d}}ék (A,

sk sl /]k _/]s ’ /]k_/ls ’

M

=

1

Conditions (15) lead to the equations:
2
|+ a)as > B 6 dy-((aryy, o) =0, er2
stk 7k s

s=1
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which together with the initial conditions, (0) =@, found earlier, allow us to uniquely
find the functionsa, (t), k =1,2. Theorem 2 is proved.

Example 1. Using the algorithm developed above, construct riien term of the
asymptotic solution of the Cauchy problem:

Y2\ (0 1)(y), (h ¥(0.£)= ",
5[2(1/2)]_(_1 Oj[zj"'(hz(t)J' 2(0,&)= f, (16)

where t [0, T], T <1, £ >0 —small parameter. Eigen values of the matr(t) of
this system are number(t) =—i, A,(t) =+i. The corresponding eigenvectas(t)

and eigenvectorgl; (t) of the conjugate operatdk’(t) have the form:

(3o o)

Introduce regularizing variables:
2 2
n=-"Nt=ge). r="At=g e,

For extended function&/ ={ ({7, &), A t 7,£)} we obtain the following problem:
~ 2 ~
g\/fa—w+z/1jﬂ—Aw: hY, W0,0e)= W,
ot 43 'or.

J

whereW={% 23, X={ 0t )} w# y %

Defining a solution of this problem in the formsdries
W(t,u,€) =D £“w (1, u),
k=0

we get the following iteration systems:

Lw(t)=Y A S0 Al =), w0.0= W @)
=1 i
Lt D= 3E, W (0,0)= O as)
L, (47) :—ﬁ%, w (0,0= 0, k=1 (19)
We look for a solution of the equation (17) in fbam of the functions:
Wo(t,7) = W ()€ + WP () & + (). (20)

Putting (20) into the equation (17), and equatiogfficients at the same exponentials and
the free terms, we get:

[Al - AIW() =0, (21)
[, —AlW(Y) =0, (22)
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—AwW” (1) = h(Y). (23)
From the system (23) we find{”(t) = = A™h(1). In the equations (21) and (22)
W (1), ws? (1) - arbitrary functions.
Thus, we have defined solution (20) of the systém) {n the following way:
wo(t.7)=a” (e +a’ () o & - A ), (24)
where g% (t), k =1,2- arbitrary functions.
We subject (24) to the initial condition, (0,0)=w’ .

PAREEC B B b ]
2 -1) ? -1) (1 0)lh(0))’

or
-ia®(0)+ia{”(0)+h,(0)=y°,
-a”(0)-a}”(0)-h,(0)= 2°,
then we get:
a®(0)=2" h(O)-ZI[Q(O)- Y’], a(0)= 2+ b(O)+2[ h(0) - >?]_ (25)

To uniquely define arbitrary functiong®(t), k=1,2, that are present in the
solution (24) of the problem (17), we proceed ® ilext iteration problem (18).

First we calculate:
MO§ D= 40(ce +aP (966 - At (26)

Solution of the equation (1) is sought as a fumctio

w(t,7) =W ()€ + v () & + (). (27)
Substituting (27) into the equation (17) (takingoinaccount (26)), and equating
coefficients at the same exponentials and thetémmrs, we have:

[A1 = AWO(D) = —Jta (),
[, - AlwE() = (),
~Aw (1) = VA I(D.

For solvability of the first two systems it is nesary and sufficient that
d®(t)=0, k=1,2 Taking into account the initial conditions ((25)e find the
functions

z° - h(0)- i[h,(0)-
a,l(o)(t):al(o)(o)E h( ) Z[hz( ) )P]’

2’ + h(0)+ i[h,(0) -
a’éo)(t)=0’§°)(0)5 h( ) 2“‘5( ) )P]’

unambiguously.
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Thus, we defined arbitrary functiors® (t) =0, k =1,2, in the solution (24),

and thereby, uniquely determined the function (@D}he iteration problem (17), i.e.,
built the main term of the asymptotics of solutiomshe problem (16):

(ym(t)J :[z° - h(0)-i(h (0)- y))}(—i]e—i‘ﬁ .
ZEO(t) 2 _1

L[ Z2+hO+ih©- ¥ 1) 2 _(0 -1)(h(
2 -1 1 0)\h(t))

Example 2. Find approximate solutions and build graphs ofstysem solution.

B (1/2)(t,5) _ 0O 1 y(t,g) N \ﬁ y(O,l):l,
2 (te) '(-1 Oj(z(t,s)j 3k )" 2(0,)= 1,

for different valuess in the environment of the computer mathematicatesy Maple
[3,7].
> restart; cond:=y(0.1)=1,z(0.1)=1,;

conc:=y(0.1)=1,20.1)=1

> sys:=diff(0.1*y(t),t)=(z(t)+tN(1/2))/sart(t),(dif0.1*z(t),t)= (-y(t)+tN(1/3))/sqrt(t));

N (1/3)
sys:=0. 1(dt y(t)j Z(t)[[ 0. 1(dt z(t)]:y(t)ﬁt

> F:=dsolve({sys,cond},[y(t),z(t)],numeric):

> with(plots):

> pl:=odeplot(F,[t,y(t)],0..0.5, color=black,thickss=2,linestyle=3):
> p2:=odeplot(F,[t,z(t)],0..0.5,color=green,thickse?2):

> p3:=textplot([0.5,2,"y(t)"], font=[TIMES,ITALIC12]):

> p4:=textplot([0.5,-1,"z(t)"], font=[TIMES,ITALIC 12]):

> display(p1,p2,p3,p4);

_ (1/3)
sys:= OZ(dty(t)) Z(t) EORSS oz(dt (t)) y(t)ﬁt
% /‘m)
i
vl /\ »o)
0 E 02 05 01 62 A 03 04 ®5
" o) 1;J =(0)
_ (1/3)
Sys3=0-4(§ty(t)J Z(t)f[ 04(OIt (t)J V(t)ﬁt
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(U3)
z(t) + -y(t) +t
sys.= OG(d y(t )) ()[[OG(dt (t)j y()ﬁ
24 ¥ 2 "o
15]
¥ o1 15
0.5] Yo
“_ 01 02 i 3 04 05 057
4]":'_ S 01 02 03 0405
- 0.5 ' 242)
(VU3)
z(t) + -y(t) +t
sys:= os(dt (t)) ()[[ os(dt (t)j y()ﬁ
(1/3)
t t d -X(t) +1
sys:=ax(t)—y( )ﬁ[ y(t )—7( )ﬁ
2] e 8
e *f‘*
1.2
¥ o1 *
0.8
5 0.5 W
z{2)} 047
o e Tz T e s 0 1 02 03 04 05
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