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1. Introduction 
Fuzzy Relations Equations (FRE)  were introduced and applied to diagnosis problems in 
[5,6], fuzzy relation equations on a finite set were later considered in [1] and structure of 
the set of solutions of such equations was studied. 
 The structure of solution sets of FRE with different composition operators was 
given in 1980s, see for instance [2,4,5]. It is well known now that the solution set of finite 
FRE  with continuous max t-norm is determined by one maximum solution and finite 
number of minimal solutions.  However, it is not easy to obtain all minimal solutions for 
a  large scale problem because number of minimal solutions may increase very sharply as 
of the problem size increases.  
 In recent several years, there are still many results on developing a more effective 
algorithm for obtaining all minimal  solutions of FRE and there has been a growing 
interest in a class of minimizing problems with fuzzy relational equation constraints. 

We attempt to find an optimal solution to the fuzzy linear programming problem 
with fuzzy relational constraints which is illustrated by numerical example. 

 
2. A necessary and sufficient condition for existence of solution definition 2.1 
Consider three fuzzy binary relations P(X,Y), Q (Y,Z) and R(X,Z), defined on the sets, X 
= {xi / i∈I} ; Y = {yj / j∈J} ; Z={zk / k∈K} with I = Nn, J = Nm, and K=Ns. Let the 
membership matrices of P Q and R be denoted by P=[pij] Q=[qjk] R=[rik] respectively
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Let  pij = P (xi , yj), qjk = Q(yj, zk), rik = R (xi,zk) This means that all entries in the matrices 
P,Q and R are real numbers in the unit interval [0,1]. 
 Assume now that the three relations constrained with each other in such a way 
that 
   PoQ=R               (1) 
where 'o' denotes the max-min composition.  This means that  
  max

Jj∈
min (pij, qjk) = rik                        (2) 

for all and Ii∈  and kk∈ .  That is, the matrix equation (3) encompasses n x s 
simultaneous equations of the form (4). these equations are referred to as fuzzy  relation 
equations.The set of all particular matrices of the form P that satisfy (1) is called its 
solution and denote the set of all solutions as   
                          S (Q, R) = {P / PoQ = R}                          (3) 
Necessary condition for existence of solutions, consider equation (2)   
 ie., max

Jj∈
 min (pij,qik) = rik     and if max

Jj∈
qjk < rik 

2.2 Solution Method  
Consider matrix equations  (1)  of the simpler form  poQ = r where p = [pj / j∈J], Q=[qjk / 
j∈J, k∈k], r = [rk / k∈k] ie., p,Q and r represent a fuzzy set on y, q fuzzy relation on 
Y×Z, and a fuzzy set on Z respectively.In our discussion the constraint equation is xοA 
= b  where x={xi / i∈I}, A = {aij / i∈I, j∈J}, b = {bj / j∈J} 
 Denote the solution set of  p o Q = x o A = b = r   as X (A , B) =   { x /  x o A = b} 
When X (A,b) φ≠ , the maximum solution x = ]/[ Iixi ∈ of (1) – (2) is determined as 
follows: min

Jj
ix

∈

=  σ  (aij,bj )                                                            (4) 

where 


 >

=
otherwisei

baifb
ba jijj

jij ),(σ  

When x determined in this way does not satisfy xoA = b, then  X (A,b) = φ . 
Assume now that A and b of xoA = b are given, and that we have to determine 

the set X (A,b) of all minimal solutions of the equation.  Assume further that x  has been 
determined by (6) and has been verified as the maximum solution.  When 0=ix for some 

Ii∈ , we may eliminate this component form p  as well as ith row from matrix A, 
clearly, 0=ix implies 0=ix  for each x∈X (A,b).  Furthermore, when bj=0 for some 
j∈J, We may eliminate this component from b and the jth column from matrix A, Since 
each xx ≤  (x )ρ∈  must satisfy, in this case, the max – min equation represented by x, 
the jth column of Q, and bj = 0. 
 
3. A necessary condition for optimal solution 
This section recalls some preliminaries of t-norms.  Some properties of max-t- norm 
fuzzy relational equations are presented.   

Definition 3 1 A triangular norm is a binary operation T on the unit interval [0 1] which
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T: [0,1]2            [0,1]    such that for all ∈δβα ,, [0,1,] 
 (a) T ( ),(), αββα T=  
 (b) T ( ),(, δβα T  =T (T ( δβα ),, ) 
 (c) T (α , β ) ),( δαT≤ whenever δβ ≤ , and 
 (d) T ( )1,α =α . 
Definition 3.2.  The fuzzy linear programming problem with fuzzy relational equation 
constraint is defined as            

           Minimize Z(x) =  ∑
=

∈=
m

i
ii Imixc

1
....2,1,                                    (5) 

 subject to ∈x X (A,b) = }/]1,0[{ bxoAx m =∈                                            (6) 
 where ci ∈R is the coefficient associated with variable xi; A=[aij] is an mxn non- 
negative matrix with aij< 1; b=(b1, b2, ….. bn)  is an n-dimensional vector with 0< bj <1, 
j=1,2,…n∈J  and the operation  "o" represents the max- min composition (or the max – T 
composition operator.   
 
Lemma 3.3. If ),( bAXx∈ , then for each j J∈  there exists io I∈  such that min (xio, 
aioj)=bj and min (xi, aij) ≤  bj for every Ii∈  
Proof. Since xo A=b, then 
 )},{min(max iji

Ii
ax

∈

=bj for j∈J                                                 (7) 

 That means for each j∈J, min (xi, aij) ≤  bj.   And, in order to satisfy the equality 
constraint, there must exist at least one io I∈ such that min (xio, aioj)=bj 
 
Definition 3.4. For a solution x ),( bAX∈ , we call xio a binding variable if min (xio, aioj) 
= bj for io∈I and min (xi,aij) ≤  bj for all i∈I. 
 
Lemma 3.5. Let Iiixx ∈= )( be the maximum solution, and Iiixx ∈= )(  be a solution of 
(6). If xi is binding in the jth equation, then ix  is also binding.  However, if ix  is not a 
binding variable, xi is also non binding for any solution x. 
Proof. For any solution ),()( bAXxx Iii ∈= ∈  we have  

Jjbax jiji
Ii

∈∀=
∈

,),{min(max  

 This implies min ( Jjbax jiji ∈∀≤ ,), .  If xi is now binding in the jth equation, 

then min(xi,aij)=bj.  also bj=min(xi,aij) ≤min ( jiji bax ≤), .This implies that min 

( .), jiji bax =  

 Hence ix  is also binding in the jth equation. On the other hand, if ix  is not 
binding in any equation then min ( jiji bax ≤), holds for any solution x, we have min 

( )ax < b for all Jj∈ In other words x is not a binding variable
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Lemma 3.6. Let Iiixx ∈= )(  be the maximum solution.  If the cost co-efficient ci ≤0, 
∀ i I∈ , then x is an optimal solution of problem. 
Proof. For any solution x in X (A,b) we have xx ≤≤0  Since ci ≤0, Ii∈∀ we have 

 i

m

i

m

i
iii xcxc∑ ∑

= =

≥
1 1                                                                                            (8)     

 

Therefore, x  is an optimal solution. 
 
4. Separation of fuzzy LPP  
In this section, we study how to separate problem( 5)-(6)into two sub – problems; and 
how to yield an optimal solution from the maximum solution and one of the minimal 
solutions.  
 
4.1. Two sub–problems of model (5) – (6) 
Fang et al [3] showed that an optimal solution for model (5) – (6) with max – min or max 
– product composition can be obtained from two sub- problems, which are formed by 
separating the negative and non negative coefficient  in the objective function.  Consider 
the following two problems. 

 Minimize ∑
=

=
m

i
ii xcxZ

1

11 )(  

subject to { }bxoAxbAXx m =∈=∈ /]1,0[),(                                                (9) 

and Minimize ∑
=

=
m

i
ii xcxZ

1

222 )(  

subject to { }bxoAxbAXx m =∈=∈ /]1,0[),(                                      (10) 
where 

Ii
cifc
cifo

cand
cif
cifc

c
ii

i
i

i

ii
i ∈∀





≥
<

=




≥
<

=
0
0

00
0 21  

problems (9) and (10)are subjected to the original constraint. Furthermore, 
Iiccc iii ∈∀+= ,21 .  The maximum solution Iiixx ∈= )(  is an optimal solution for 

problem (9) with optimal value )(1 xZ . Additionally, one minimal solution, say 

Iiixx ∈= )( **  is an optimal solution for problem (10) with optimal value )( *2 xZ . A new 

vector Iiixx ∈= )( **  is now defined by. 

   Ii
cifx

cifx
x

ii

ii
i ∈∀





≥

<
=

0

0
*

*                   (11) 

 It follows that x*<x*< x . Hence *x  is a solution of equation (6) with objective 

value )()()( *21* xZxzxZ += . 
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 The remaining task is to show that *x  as defined in (11) is an optimal solution of 
the original problem (5)- (6) with optimal value )( *xZ  
 
 This can be seen from the following inequalities: 

 ∑ ∑∑∑
= ===

+=+==
m

i

m

i
ii

m

i
iii

m

i
iiii xcxcxccxcxz

1 1

2

1

1

1

21 )()(  

         ∑ ∑∑ ∑
= == =

+≥+≥
m

i

m

i
iiii

m

i

m

i
iiii xcxcxcxc

1 1

*21

1 1

21  

)()()( **21

1 1

*21 xZxZxzxcxc
m

i

m

i
iiii =+=+≥ ∑ ∑

= =

 

     
4.2. An equivalent 0-1 integer programming problem. 
The following index sets are defined to find a minimal solution from X(A,b) to optimize 
problem (10). 
  )( JjbaxIiI jijij ∈∀=∈= ,),(min/  

  }{ IibaxJjJ jijii ∈∀=∈= ),min(/  
 The index set Ij indicates the possible variables of x that may be selected as a 
binding variable in the jth equation.  The index set Ji

  indicates those equations that are 
satisfied by ix . The following variables are defined to find minimal solution from X(A,b) 
to solve problem (10). 

  JjIi
otherwise

Iiif
y j

ij ∈∀∈∀


 ∈

= ,
0

1
 

Notably, the variable ijy =1 corresponds to a possible selection of the thi component of 

some minimal solutions that are binding in the thj equation. Since each solution must 
satisfy all equations, a minimal solution can be transformed into the selection of one 
variable with value 1 in each equation. 
 The 0-1 integer programming problem, which is equivalent to problem (10) 

 Minimize { } )∑
= ∈

=
m

i
iJJ

Jj
i ybcxZ

1

22 max()(  

 subject to  ∑
=

∈∀=
m

i
ij Jjy

1

,1                                                             (12) 

   JjIioryij ∈∈∀= ,,10  

   jiyij ,0 ∀= ∉Ij 
 Therefore, the objective function becomes  

{ }∑
= ∈

=
m

i
iji

Jj
i yxcxZ

1 ;

22 ,)( max Moreover, only those indices in Ji need to be considered.  
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∑
∈

∈∀=
jIi

ij Jjy ,1 . The 0-1 integer programming model for problem (10) is presented 

as follows: 

  Minimize  { }∑
= ∈









=

m

i
iji

Jj
i yxcxZ

i1

22 max)(  

  subject to ∑
∈

∈∀=
jIi

ij Jjy ,1  

   JjIioryij ∈∈∀= ,,10  

   jij Iiwithjiy ∉∀= ,0  

 Any optimal solution JjIiijyy ∈∈= ,
** )(  containing the variable 1* =ijy  in problem 

(12) corresponds to the situation where the variable *
ix  is binding in the thj equation. 

 
5. Rules for reducing problem (10) 
 Consider the given matrix A=(aij) with Ii∈ and Jj∈ ..To develop a procedure of 
finding an optimal solution, the following index set are given for the value matrix 

( ){ }jijij baxIiAI =∈= ,min/)( .This index set contains Ii∈  such that ix can be 
satisfied the jth equation. 
 
Rule 1. If a singleton {}iI j =  exists from some Jj∈ , then ix  is assigned to the thi  
component of any optimal solution  
Proof. The index set {}iAI j =)(  implies that the thj  equation only can be satisfied by 

variable ix .  This implies that the ith component of any solution (hence, the variable ix ) 

must be binding in the thj  equation,  yields )0since( >= jii bxx . Based on Rule 

1, the thj column of M can be deleted from further consideration. The corresponding row 
of ix  in A can also be deleted. 

Rule 2. If )()( AIAIp q⊆  for some Jqp ∈,  in the value matrix A, then the thq  column 
of M  can be deleted.   
Proof. Rule 2  reveals that if a singleton {}iAI j =)(  exists for some Jj∈  in the 

matrix A, and )()( AIAI qj ⊆  for some Jq∈  then the thq  equation can be deleted.  

Furthermore, the deletion can be performed when )(AI j  is not a singleton. 

Lemma 5.1. JjIthenJjbAXIf j ∈∀≠∈∀≠ ,,),( φφ  

Proof. From lemma 3.3, we know that there exists at least one Ii ∈0  that can satisfy 
constraint j, therefore jI  must contain at least one element. 
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Rule 3. If p,q,r JjI j ∈∈ ,  and does not belongs to any other JtI t ∈,  and jt ≠  such 

that rrqqpp xcxcxc >>  then any optimal solution Iiixx ∈= )( **  has  0** == qp xx  

Proof. Given that p,q,r jI∈ .This implies rqp xxx ,,  satisfied the thj   equation, they does 

not satisfy any other equation .Also since rrqqpp xcxcxc >> .∴  In order to satisfy the 
thj  equation, we need only one variable with minimal cost – coefficient.∴  We set 

.0** == qp xx  
 If Rule 3 is applied in the process of finding an optimal solution then the rows of 
matrix A that are associated with qp xx ,  can be deleted. 

Rule 4. During the process of finding an optimal solution. If sx  is an undecided decision 

variable such that JjIs j ∈∀∉ ,  then any optimal solution Iiixx ∈= )( **  has 0* =sx  

Proof. Since sx  is an undedicated decision variable and JjIs j ∈∀∉ , .This implies  sx  

does not satisfy any equation.∴  any optimal solution Iiixx ∈= )( **  has 0* =sx .If rule 4 is 
applied then the corresponding rows of A can be deleted. 
 
5.1. An algorithm  
Based on the concepts discussed before, we present an algorithm for finding an optimal 
solution . 
Step 1. Check the necessary condition for existence of solutions.  
If Jjba jij

Jj
∈∀>

∈
max , continue, otherwise stop, x(A,b)=φ  and problem (1) – (2) has 

no solution. 
Step 2. Compute the vector Iiixx ∈= )(  by (4). 
Step 3. Check the consistency by verifying whether boAx =  stop in case of 
inconsistency (If consistent, then Iiixx ∈= )(  is the maximum solution) 
Step 4. Form two sub problems as problems (9) and (10) 
Step 5. Find optimal solution for problem (10) 
Step 5.1. Compute index set Ij (A) for all Jj∈  for the given value matrix A. 
Step 5.2. Apply Rules 1-4 to determine the values of decision variables as many as 
possible.  Delete the corresponding rows and or columns in A (Thus reducing the size of 
the problem) Denote the reduced sub matrix by A again.  If all decision variables have 
been set, then go to step 6. 
Step 5.3. Take the  (remaining) value matrix A. Employ the branch and bound method to 
solve for the remaining undecided decision variables. 
Step 6. Generate optimal solutions for the original problem from optimal solutions of 
problems (9) and (10) by (11). 

5.2. Numerical example 
Consider the following optimization problem subject to fuzzy relations equation with
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Minimize 987654321 25.1325.15.02.525.5)( xxxxxxxxxxz +++++−++=  
 subject to bxoA=  
                0 1≤≤ ix     i=1,2,3..............9 

where ),,,,,,,,( 987654321 xxxxxxxxxx =  
 

        A= 



































22.048.064.026.073.052.047.070.038.0
32.025.076.042.062.052.056.064.055.0
43.045.054.033.082.034.080.049.055.0
45.055.063.080.078.090.059.061.093.0
38.040.080.042.053.070.081.095.080.0
42.076.065.020.061.054.057.032.062.0
48.043.067.040.072.045.056.076.071.0
46.068.061.043.092.072.056.090.056.0
45.035.082.042.065.070.043.075.023.0

987654321

 

 
 b = (0.55, 0.70, 0.56, 0.52, 0.72, 0.42, 0.64, 0.48, 0.45) 
Step 1. Since ,max Jjba jij

Jj
∈∀>

∈

 the necessary condition is satisfied. 

Step 2. Compute the vector ,x  
 { }72.0,64.0,56.0,42.0,52.0,48.0,45.0,42.0,52.0=x  
Step 3. Since boAx =  
 i.e., Max Jjbxa jiij

Ii
∈∀=

∈

,)),((min  

The problem is solvable and x  is the maximum solution. 
 
Step 4. Form two sub problems as problems (9) and (10) the following  sub – problem 
P1, is given as problem (9) with negative co-efficient in the objective function. 
 P1:  Minimize 4

1 5.0)( xxZ −=  
  subject to bxoA=  
 The other sub problem, P2, is given as problem (10) with non negative 
coefficients in the objective function.  
 P2:  
              Minimize 987654321

2 25.1325.102.525.5)( xxxxxxxxxxz ++++++++=  
  subject to bxoA=  
 
Step 5. Find optimal solution for problem (10) 

1x  

9

8

7

6

5

4

3

2

x
x
x
x
x
x
x
x
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Consider the given matrix. 
 

          A=         







































22.048.064.026.073.052.047.070.038.0
32.025.076.042.062.052.056.064.055.0
43.045.054.033.082.034.080.049.055.0
45.055.063.080.078.090.059.061.093.0
38.040.080.042.053.070.081.095.080.0
42.076.065.020.061.054.057.032.062.0
48.043.067.040.072.045.056.076.071.0
46.068.061.043.092.072.056.090.056.0
45.035.082.042.065.070.043.075.023.0

987654321

*****

*****

**

***

*

*

*

***

 

(Since * denote ( ) jiji bax =,min  

 We know that { }jijij baxIiAI =∈= ),min(/)( . Therefore 

{ } { } { } { } { } { }
{ } { } { }.3,1)(,9,4)(,9,8)(

8,6,5,2,1)(,9)(,7,8,5,1)(,8,7)(,9)(,8,7)(

987

654321

===
======

AIAIAI
AIAIAIAIAIAI

Step 5.2. Apply Rules 1-4 to determine the values of as many decision variables as 
possible.  Delete the corresponding rows and / or columns in A.  
 For the given matrix A, the index set { }9)()( 52 == AIAI indicate that the 

variable 9x  is the only binding variable in the 2nd and the 5th equation let Iiixx ∈= )( **  be 

any optimal solution of sub problem P2.  Then 9
*
9 xx =  can be assigned by rule 1.  9x  is 

also binding in equations 4,7 and 8 (or columns 4,7,8 of A) Hence, these columns and the 
corresponding row x9, can be deleted from matrix A. After deletion the reduced matrix A 
becomes. 

A=   



































320420560550
43.033.080.055.0
45.080.059.093.0
38.042.081.080.0
42.020.057.062.0
48.040.056.071.0
46.043.056.056.0
45.042.043.023.0

9631

***

**

*

*

*

*

**

1x  

9

8

7

6

5

4

3

2

x
x
x
x
x
x
x
x

 

8

7

6

5

4

3

2

1

x
x
x
x
x
x
x
x
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Since { } { } { } { }.3,1)(,8,6,5,2,1)(,8,7)(,8,7)( 9631 ==== AIAIAIAI    
 The  reduced matrix A is  equivalent to 4 equations with eight variables.  The 
index set to the reduced matrix A is such that )()( 31 AIAI = . So column 1 or 3 of A can 
be deleted by Rule 2. Also since 2,5,6 6I∈  and 2,5,6 9,3,1, −∉ jI j  with 

.52.063.084.0 556622 =>=>= xcxcxc  we set 0*
6

*
2 == xx  by rule 3.  Also, the 

reduced value matrix A has 4x  with JjI j ∈∀∉ ,4 . We set 0*
4 =x  by rule 4. 

 After deleting column 1 or 3 and the corresponding rows of the matrix A that are 
associated with 42 , xx  and 6x  the reduced matrix A becomes, 

       A =  

























32.042.055.0
43.033.055.0

38.042.080.0
48.040.071.0
45.042.023.0

961

**

*

*

*

**

 

 { } { } { }.3,1)(,8,5,1)(,8,7)( 961 === AIAIAI  
 Since  Rules 1-4 cannot be applied to the current matrix A and five remaining 
variables { }87531 ,,,, xxxxx  are undecided goto the next step. 
 
Step 5.3. Take the (remaining) value matrix A. Employ the branch and bound method to 
solve for the remaining undecided decision variables. 
 
Since, 

 
8,7,5,3,1,

322.55.5 87531
2

=≤≤=
++++=

ibxoBxoA
xxxxxZMin

i

 

where ),,,,( 87531 xxxxxx =  
 

 A = 

























32.042.055.0

43.033.055.0

38.042.080.0

48.040.071.0

45.042.023.0

961

**
8

*
7

*
5

*
3

**
1

x

x

x

x

x

  

8

7

5

3

1

x
x
x
x
x
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{ } { } { }.3,1)(,8,5,1)(,8,7)( 961 === AIAIAI
}.6,1{)(},1{)(},6{)(},9{)(},9,6{)( 87531 ===== AJAJAJAJAJ  

Its corresponding 0-1 integer program is 
 Minimize ))((2.5)),((5.5)( 3311

2 maxmax j
Jj

j
Jj

yxyxxz
ii ∈∈

+=  

    + )((2)( 7755 maxmax
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Solving Fuzzy Linear Programming Problem With Fuzzy Relational Equation Constraint 
 
Now, consider the first constraint equation. 
 Either y71, or y81 has to be 1.  This yields  nodes 1 and 2.  If 171 =y  then 77 xx =  
therefore the lower bound of node 1 is 12.156.02 =× . 
 Also, if 181 =y  then 88 xx = . And the lower bound of node 2 is 92.164.03 =× . 
 From node 1 we can branch further to either node 3 or node 4 or node 5 with  

16y  or 56y  or 186 =y  respectively if 116 =y  then 11 xx =  therefore the lower bound of 
node 3 is calculated by 98.3)52.05.5(12.1 =×+ . 
 If 156 =y  then 55 xx =  and the lower bound of node 4 is 

64.1)152.0(12.1 =××  
 If 186 =y  then 88 xx =  and the lower bound of  node 5 is 

04.3)64.03(12.1 =×+ . 
 From node 4 we can branch further to either node 6 or node 7 with 19y  or 39y =1 
respectively. This is equivalent to adding another constraint.  Since this added constraint 
is the last one, we obtain the exact objective values instead of the lower bounds. 
 If 119 =y  then 11 xx =  and the objective value of node 6 is 

50.4)52.05.5(64.1 =×+  
 If 139 =y  then 33 xx =  and  the objective value of node 7 is 

)45.02.5(64.1 ×+ =3.98 
 Since, )(2 xZ  at  node 6 and 7 is greater than the lower bound of node 2, we can 
branch node 2 to either node 8 or node 9 with 19y  or 39y =1 

 If 119 =y  then 11 xx =  and the objective value of node 8 is 
78.4)52.05.5(92.1 =×+  

 If 139 =y  then 33 xx =  and the objective value of node 9 is 
26.4)45.02.5(92.1 =×+  

 Since )(2 xZ  at node 6,7,8 and 9 is greater than the lower bound of node 5 we 
can branch node 5 to either node 10 or node 11 with 19y  or 39y =1. 

 If 19y =1 then 11 xx =  and the objective value of node 10 is 
90.5)52.05.5(04.3 =×+  

 If 139 =y  then 33 xx =  and the objective value of node 11 is 
38.5)45.02.5(04.3 =×+  

 Since )(2 xZ  at node 7 is equal to the lower bound of node 3, we can stop 
branching to node 3. Moreover )(2 xZ  at node 7 and node 3 yields the optimal value. 
Figure shows the B & B of the given problem. 
 From the above discussion, we get the two optimal solutions. 
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)72.0,0,56.0,0,52.0,45.0,0,0(1* =x   and )72.0,0,56.0,0,0,0,0,52.0(2* =x  

For the sub problem p2 with objective value 88.4)()( 2*21*2 == xzxz . 
 Now, that all the decision variables have been determined go to the next step. 
 
Step 6. Generate optimal solutions for the original problem from optimal solutions of 
problem (9) and (10) by (11). 
 Notably, only variable 4x  of the sub – problem P1 has a negative co-efficient in 
the objective function.  Hence the maximum solution Iiixx ∈= )(  is an optimal solution 

with optimal value 24.0)( 44
1 −== xcxZ  for sub – problem p1.  on the other hand two 

optimal solutions 1*x  and 2*x  are given for sub problem P2 with optimal value  
88.4)2*()( 21*2 == xZxZ . 

 Combining these optimal solutions derived from sub problems P1 and P2 by (11) 
yields two optimal solutions 1*x  and 2*x  as follows. 
 )72.0,0,56.0,0,0,52.0,0,52.0,48.0,45.0,0,0(1* =x  
and 
 )72.0,0,56.0,0,0,48.0,0,0,52.0(2* =x  
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