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Abstract. In recent years, driven by digital intelligence technologies such as big data, cloud computing, The Internet of Things and artificial intelligence, various industries are accelerating their digitalization and how to effectively use digital technologies to enhance the position of each industry in the global value chain has become a practical problem that needs to be studied. Although digital technologies are widely used in manufacturing industries, few studies have discussed in depth the application of digital technologies in logistics enterprises, especially how to provide guidance and support for the digital transformation of logistics enterprises with the help of the digital intelligence technology lexicon. In order to promote the digital transformation of logistics enterprises, the study constructs a digital intelligence technology dictionary for logistics enterprises based on text mining technology to improve the efficiency and quality of digital transformation of logistics enterprises. The study used Python crawler technology to crawl the annual reports of logistics enterprises from 2012-2021, as well as the relevant textual information about logistics from the State Council. Subsequently, the study extracted keywords closely related to digital and intelligent transformation through keyword extraction text mining technology, and at the same time, combined with experts’ research results on digital transformation, further analyzed and summarized the keywords to build a digital intelligence technology dictionary for logistics enterprises. The content of this digital intelligence technology dictionary includes key technologies for the digital and intelligent transformation of logistics enterprises, aiming to provide support and reference for the digital transformation of logistics enterprises in order to promote digital upgrading and the intelligent transformation of the industry.
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1. Introduction
With the maturity and development of artificial intelligence technology, cloud computing
technology, blockchain technology, and big data technology, the digital economy can change the concept of consumers from the traditional pursuit of "possession" to the pursuit of shared "use", improve the efficiency of mining and reuse of existing resources, and reduce the opportunity cost of production factors [1]. During the two sessions of the National People's Congress, Xu Guanju, a deputy to the National People's Congress and chairman of Chuanhua Group, believes that digital intelligence technology is the winner of the future and will play an indispensable role in the construction of a high-standard market system. In this context, developed Western countries have proposed to vigorously promote the digital transformation of traditional industries, and the Chinese government has also introduced relevant policies to create a favorable macro environment. In particular, in May 2022, the General Office of the State Council released the "14th Five-Year Plan for Modern Logistics Development", which clearly sets the promotion of logistics quality, efficiency and cost reduction as the important task of modern logistics development in the current period. The digital revolution profoundly affects all industries, and the logistics sector, as an important link supporting supply chain operations, is not immune to the impact of digital technology. According to Wang et al., smart cities and logistics in China have grown significantly due to the influence of the situation [2]. With the increasing scale of manufacturing and trading operations, logistics companies are playing an increasingly important role in the supply chain but at the same time facing greater challenges. To reduce costs and improve efficiency, the use of digital intelligence has become an inevitable choice for logistics companies.

RFID, the Internet of Things, big data analysis, barcodes, automatic mobile carts and other advanced digital intelligence information technologies are widely used in logistics enterprise management. These technologies greatly improve the efficiency of all aspects of logistics, such as warehousing, sorting, loading and unloading, transportation, and processing and distribution [3]. In order to achieve the visualization, traceability and control of factor flow, logistics enterprises should continuously develop digital and intelligent technologies. They should also apply digital capabilities to improve the corporate environment, promote market development, enhance the effectiveness of information platforms and build social integrity mechanisms. Therefore, the article prepares to construct a small dictionary of digital intelligence technology for logistics enterprises. Its purpose is to explore the application of digital intelligence technology in logistics enterprises, assess their level of digital intelligence technology, and provide suggestions for achieving high-quality development.

In the study, we clarified the following objectives: (1) To obtain annual reports of logistics enterprises and textual data about logistics as the primary data source for the study. (2) Apply text mining technology to extract correlation information about logistics technology through keyword extraction methods. This will help reveal the current state of logistics enterprises in terms of their application of digital intelligence technology. (3) Analyze and summarize the keywords to build a dictionary of digital intelligence technology for logistics enterprises, aiming to promote the high-quality development of logistics enterprises. To ensure the reliability and accuracy of the study, we utilized the Jieba disambiguation tool during the dictionary construction process. We also conducted comparisons and verifications with existing standard dictionaries to ensure the precision and consistency of the vocabulary. At the same time, we employed screening and disambiguation strategies to handle multiple matching results and cases of ambiguity in
order to determine the final results of word separation. Through the disambiguation and word frequency analysis of annual reports from logistics companies, we gained valuable insights into the technological advancements in logistics companies.

2. Literature review

Digital technology is a combination of information, computing, communication and connectivity technologies [4]. Through further development, Sebastian et al. provide a more explicit elaboration of digital technologies, such as big data, cloud computing, blockchain, Internet of Things, artificial intelligence, and virtual reality technologies [5].

Digital intelligence technology, i.e., digital technology and intelligent technology, includes both digital technologies such as cloud computing, big data technology, Internet of Things, blockchain, 5G communication, and intelligent technology represented by intelligent robots, image and language recognition, natural language processing, machine learning, and neural networks. In academic circles, foreign scholars often refer to technologies such as big data, block chain, Internet of Things and artificial intelligence as digital technologies, while domestic scholars sometimes translate these technologies as digital intelligence technologies since the concept of "digital intelligence" was first proposed by a group at Peking University in 2015, but there is no significant difference between the two terms.

Digital technology was once seen as a simple tool for improving productivity and providing better data management and information services. But as digital technology has innovated and evolved, people have begun to realize that its importance extends far beyond that. Digital technology has brought about tremendous impact and change. Digital technology has become a transformative technology that impacts all aspects of production methods, management styles, and organizational structures. Not only that, the widespread application of digital technology has also triggered extensive social, economic and cultural changes and reconfigurations, driving the intelligence and transformation and upgrading of different industries. Therefore, an increasing number of scholars believe that digital technology is the "engine" that drives the whole social, economic and cultural changes rather than just a simple tool. As an important part of modern information technology, digital technology is leading human society towards a more digital, intelligent and sustainable future, and its impact and development will certainly reveal a new chapter in history. Many researchers have confirmed that digital technologies can pave the way for functional changes that bring operational benefits [6] and competitive advantages to companies through monitoring and optimization [7]. IoT technologies enhance the connection between items through information exchange and improve the transparency of information, enabling efficient management and control of logistics processes [8]. With the increasing popularity of artificial intelligence technology, many modern logistics companies are trying to use it to optimize logistics processes and improve logistics efficiency [9]. As blockchain is considered a solution to reliably connect and manage IoT devices, logistics may be one of the most promising application areas because of the large number of possible IoT objects (e.g., vehicles, goods, etc.) in the logistics environment. Obukhova et al. state that companies should introduce new technologies and use digital technologies to change existing business processes, including communication, distribution, business relationship management, and other related processes [11].

In order to accurately assess the role and contribution of digital intelligence technology in enterprise development, you can refer to the enterprise's digitalization degree
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index. Li and other scholars used principal component analysis to synthesize the three dimensions of digital investment, digital technology and business model transformation to form the enterprise digital transformation index [12]. Chen-Yu Zhao extracted word frequencies from the annual reports of manufacturing listed companies and the sample data of companies with more successful digital transformation, and after standardizing the word frequency data, he used the entropy value method to determine the weights of each index to obtain the total digital development index of manufacturing listed companies [13]. Wu Fei et al. used the content of the annual reports of enterprises as the research object, used the text mining method to construct a dictionary of digital transformation in the manufacturing industry, and used the natural logarithm of the summed word frequencies as a measure of the digital transformation index of enterprises [14]. Tu and He et al. scholars measured the level of digital transformation by calculating the frequency of each word appearing in the annual reports and taking the natural logarithm [15].

The findings of these research scholars show that with the wide application of digital intelligence technology in logistics activities, logistics enterprises have an increasingly urgent need for digital intelligence technology terminology, yet there is no dictionary of digital intelligence technology specifically for this industry. In addition, the study also found that applying text mining technology to evaluate enterprise digital intelligence technology has feasibility in practice, which provides useful guidance and support for the digital intelligence process of logistics enterprises. In view of this, the study takes logistics enterprises as the research object and uses text-mining technology to analyze their annual reports in order to build a digital intelligence technology lexicon applicable to the logistics field.

3. Data acquisition
3.1. Select data
(1) Enterprise annual report

The annual report of an enterprise contains rich information and data, such as the enterprise's development plan and business strategy. By analyzing this information, we can find out the future development direction and focus of the enterprise and can predict the future development trend of the enterprise, which provides an important reference for enterprise management and investment decisions. Therefore, taking the A-share listed logistics companies in China's Shanghai Exchange and Shenzhen Exchange as the research objects, we adopt the combination of the annual report text analysis method and policy text data to explore the metrics of digital intelligence technology of logistics enterprises.

The information in annual reports can be divided into hard information and soft information [16]. Hard information is usually recorded in numerical form and is quantitative, such as financial information. While soft information is usually recorded in textual form and is qualitative, such as management discussion and analysis information (MD&A). Durnev et al. [17] argue that the content in management discussion and analysis (MD&A) reports can improve the efficiency of investment. Therefore, we use the content of the (MD&A) part of the company's annual report as the target of analysis. In 2012, IBM proposed digital transformation, emphasizing the use of digital technology to reinvent customer value and enhance customer interaction and collaboration, and the application of digital technology began to be studied by scholars, so the sample time of this paper is set from 2012-2021, covering the last decade of data.

(2) Policy Text
Policy texts can reflect government management priorities, policy orientations and decision-making directions, etc., and are an important basis for analysis and research in a certain field or in the development of a certain enterprise or industry. At the same time, the policy text contains a large amount of information and data, which can be used as a data source for analysis. Therefore, policy texts can also provide important reference data for governments, enterprises and researchers to guide decision-making and research directions. Since the data period of annual reports of enterprises is from 2012 to the end of 2021, the release of national policies is superior to that of enterprises and will be based on the feedback from enterprises, so we chose the policy text with a deadline of one year later than the annual reports of enterprises, i.e., until the end of 2022.

3.2. Data acquisition
Specifically, the data collection process consists of two main steps. First, during the data collection process, we conduct a large-scale search and crawl of the Shanghai and Shenzhen exchanges and Chinese government websites using a series of Python web crawling techniques, such as Selenium and other frameworks. By setting relevant keywords and search terms, we obtain as large a sample of data as possible to ensure the breadth, adequacy, and representativeness of the data sources [25], using some of the code shown in Figure 1.

Next, we employ a series of integration and pre-processing operations, including steps like data filtering and de-weighting, to standardize and make the data more usable. In the process of integrating and processing the data, we perform a large number of statistical analyses, such as calculating the total amount and frequency distribution of the data, to gain insights into the overall characteristics and trends of the data. The results of these analyses provide a solid foundation and basis for subsequent research work and also help us better understand the meaning and patterns in the data. By continuously applying various technical means and tools, such as data cleaning scripts and data processing libraries, we end up with a highly accurate and consistent dataset that allows us to better analyze and interpret the acquired data. This data collection and processing process makes our study more reliable and scalable and provides strong data support for further applications and research.

3.3. Data results
The data acquisition method used in this paper is based on the Selenium framework, a Python web crawler technology. The aim is to search and crawl the annual reports of listed companies in the logistics industry from 2012 to 2021 and store them according to specific classifications. By specifying relevant keywords and conditions, we obtained as many data samples as possible to ensure the adequacy, representativeness, and accuracy of the dataset. Specifically, we obtained the 10-year annual report data of 117 listed logistics companies, which included a total of 967 PDF documents. The Shanghai Exchange accounted for 648 annual report data from these PDF files, while the Shenzhen Exchange provided 319. To enrich our data acquisition, we also searched for the term "logistics" on the State Council Policy Document Library on the Chinese government website to extract logistics-related policy texts. As of December 15, 2022, we have collected 15 policy texts, which serve as important references for understanding policy positions and forms.

In conclusion, this paper categorically stores data from the 2012-2021 annual reports of
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listed companies in the logistics industry and ensures the accuracy and usability of the data through steps such as data integration and pre-processing. Additionally, we obtained logistics-related policy texts, which provide important information for studying the logistics industry's development trends and policy forms. This is of significant help and importance for our subsequent research and analysis work.

Figure 1: Code snippet showing the part of the code used for downloading annual reports from the Shenzhen Stock Exchange

4. Data pre-processing
4.1. Data cleaning

In the data processing process of this article, we used the Xunjie PDF converter to extract the text from PDF files and convert them into a usable text format. For the annual reports of listed companies from 2012-2014, 2015, and 2016-2017, we needed to process different disclosure formats to extract the sections "Report of the Board of Directors", "Management Discussion and Analysis", and "Operating Conditions Discussion and Analysis". We converted these sections into plain text files in TXT format for storage. During the conversion process, we encountered certain issues that could result in abnormal text, such as partial blank or excessively short text lengths, due to problems during the crawling process. These abnormal texts do not convey specific semantic information and may affect the accuracy of text mining results. Therefore, we processed these abnormal texts to improve the accuracy and reliability of text mining and analysis.

We performed a series of processing steps on these abnormal texts, including text filtering, cropping, repairing, and merging. We used the text-completion method for the abnormally short texts to repair the missing parts by combining them with the preceding and following text. Blank texts were removed using a filtering tool, while excessively long texts were trimmed to an appropriate length using the text-trimming method. Texts affected by page segmentation errors were also processed using text merging to ensure consistency and coherence in text semantics.

Finally, by processing the anomalous texts, we obtained a high-quality text dataset that enables us to conduct text mining and analysis better. This data processing step serves
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as an important guarantee and foundation for subsequent research and analysis.

To ensure the high quality of the collected text data, this paper includes a series of processing steps. During this process, we adopted a search method to directly eliminate blank texts and texts shorter than 5000 characters in length. This step aims to remove text passages with no substantial content or that are too short, ensuring the accuracy and reliability of subsequent text mining. These processing steps eliminate the interference of abnormal texts on analysis results and improve the effectiveness of text mining. Simultaneously, retaining longer texts with actual content helps extract more meaningful information and provides a more reliable basis for subsequent data analysis and mining.

When processing policy documents, each of the 15 policy documents is converted into plain text files in TXT format while retaining the independence of each policy document. This approach allows for a better analysis of differences and commonalities among the policy documents, furthering our understanding of policy forms, content, and implementation. Furthermore, converting policy documents into TXT format facilitates subsequent text mining and analysis, enabling better exploration of the information and principles contained within the policy documents. Relevant code snippets used can be found in Figure 2.

```
# Performs logic based on year.
# 2012-2014 Board of Directors Report - Section Important Matters
if time <= 2014 and time >= 2011:
    # First grouping
    s1 = content.split("Section Board Report I")
    if len(s1) == 2:
        content_1 = s1[1]
        # Second grouping
        s2 = content_1.split("Section Important Matters I")
        # Output txt
        with open(save_url, "w", encoding="utf-8") as file witnessing:
            file.write(s2[0])
    else:
        txt_contain.append(txt_name)
```

**Figure 2**: Partial code for board report content extraction

### 4.2. Chinese word separation

After the data cleaning of the text, it is necessary to carry out the word separation process to segment the text into individual words or phrases based on word boundaries so that the information expressed in the text content can be more easily extracted through the identification of keywords. In this paper, we have chosen a string-matching method for Chinese word segmentation. To perform string matching, a dictionary containing many words or phrases must be prepared in advance. The size of the dictionary is usually large to cover as many words as possible. The string statements to be segmented are compared with the words in the dictionary one by one. Starting from the beginning of the statement, consecutive character fragments are compared with words in the dictionary. If a matching
word is found, it is considered a segmentation result.

Jieba is a commonly used Chinese word segmentation library in Python, which adopts more advanced word segmentation algorithms. It has higher efficiency and better stability compared to other word segmentation libraries, enabling quick and accurate Chinese word segmentation. In order to improve the recall rate of the search engine word ranking, this paper introduces an improvement to the exact mode, which involves re-segmenting long words (word count > 2). Additionally, the ‘cut_all’ parameter of the ‘jieba.cut’ method is utilized. The default value of the ‘cut_all’ parameter is False, indicating the exact mode, and it attempts to provide the most accurate results for word segmentation. This processing approach helps capture key information in long words, generates more segmentation results, resolves some ambiguities, improves the accuracy and comprehensiveness of word segmentation, and better meets the requirements of search engines. In this paper, we employ the search engine model of the ‘jieba’ word segmentation library to aggregate the text collections from 15 policy documents, 648 SSE annual reports, and 319 SZSE annual reports, respectively, utilizing the string matching method.

4.3. Sub-word processing

4.3.1. Deactivation of words

During the data processing, in order to avoid the over-processing of English participles, we only filter out the Chinese participles and exclude the processing of English participles. The purpose of doing so is to preserve the characteristics of the English language during the development of natural language processing algorithms in order to prevent the incorrect processing or rejection of English subwords. At the same time, we have observed that there are many high-frequency words that have no actual meaning in the text data. These words occupy significant computational resources and storage space during natural language processing, which reduces both processing efficiency and accuracy. Therefore, we adopt a common text preprocessing method, which removes frequently used words that lack meaning.

By adopting this method, we successfully preprocessed the data and eliminated stop words from the text. Such data preprocessing operation can effectively reduce computation and processing time, while improving the accuracy and efficiency of data processing. Additionally, the processed data can better represent the original text and contribute to the successful implementation of subsequent text mining and data analysis.

Common stop words include prepositions, dummy words such as the verbs “is”, “have”, and “in”, conjunctions, “the”, “had”, and other interjection words, pronouns such as “he”, “she”, and other personal pronouns, common numbers, symbols, and other words used to connect semantics. Jieba’s word splitter comes with different Chinese stop words lists, which cover common Chinese stop words, including prepositions, conjunctions, verbs, pronouns, and common symbols and numbers. Since these words are very common, removing them does not change the content of the original text. On the contrary, it can better emphasize the topic of the text. Part of the code used for filtering custom stop words is shown in Figure 3. Therefore, this paper chooses to use Jieba’s predefined stop word list to filter these meaningless stop words when performing the word separation process.
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Figure 3: A snippet of the code used to filter custom stop words.

4.3.2. Processing missing values
During the data processing of this paper, we discovered missing values in the obtained annual report data, and some of the annual reports were published in image format, which could not be directly extracted or converted into text. To address this issue, we manually checked the annual report data and identified the non-textual content to process and fill in the missing values accordingly. Specifically, we manually observed and examined the annual report data to identify non-textual parts, such as images, charts, and other non-textual elements. For these non-textual parts, we utilized a specific text string, “picture missing,” to mark the absent picture content. This allowed the subsequent analysis and mining processes to identify and handle the missing values. In doing so, we avoided inaccurate or incomplete data analysis and mining while ensuring data integrity.

To ensure data accuracy and usability, we created special markers to indicate missing non-textual content. This approach facilitated the effective identification and handling of missing values during subsequent analysis and mining. Specifically, during the data processing in this paper, we created a special string, “picture missing,” to represent missing picture content. Part of the code utilized for this purpose is shown in Figure 4. Through this approach, we accurately identified and processed the missing values, ensuring the integrity and reliability of the data throughout the classification, storage, and text-mining processes.

In summary, this paper employed a method of manually checking the annual report data and identifying non-textual content. It utilized special tags to handle missing values and employed the specific text string “picture missing” to mark missing picture content. This data preprocessing method effectively ensured data accuracy and usability. Additionally, in subsequent text mining and data analysis, we accurately identified and processed missing values, resulting in more accurate and representative outcomes.

4.3.3 Screening and disambiguation
In text mining, screening and disambiguation are very critical and complex processes. During the disambiguation process, there may be multiple matching disambiguation schemes or ambiguities. This means that the best disambiguation result needs to be selected from multiple candidate schemes. Therefore, when performing screening and disambiguation, we need to comprehensively analyze the text in order to determine the final disambiguation result, eliminate ambiguity, and ensure the accuracy and semantic consistency of the disambiguation.
Generally speaking, after word separation, we need to filter and disambiguate the obtained word separation results. The specific steps include the following:

1. Determine the best candidate word separation results through context analysis and understanding.
2. For the disambiguation results, determine the correct disambiguation result based on the context and background.
3. If multiple matches occur, select the longest word as the final result. Longer words generally have clearer semantic meanings and can reflect the text content more accurately.
4. Filter and remove punctuation marks and stop words appearing in the results. These punctuation marks and stop words do not substantially help the text mining and analysis process but only add noise and interference.
5. Process and correct any ambiguities in the disambiguation results through manual or automatic methods, ensuring the accuracy and reliability of the disambiguation results.

Through the aforementioned screening and ambiguity processing steps, we can better address the challenges that arise in the word separation process, making the results more accurate and meaningful. This provides a more reliable and accurate foundation for subsequent text mining and analysis.

### 4.3.4. Word classification result dimensionality reduction

Based on the aforementioned methods, the numbers of subwords obtained after applying the aforementioned text information are 3144, 60762, and 31912, respectively. Since the number of subwords is too large, we refer to a series of classical academic literature to form a custom dictionary and study only the number-wise technology within the custom dictionary. Among them, Chen-Yu Zhao screened and summarized keyword combinations from digital technology applications, Internet business models, smart manufacturing, and modern information systems and used Python for text analysis and word frequency statistics [13]. On the other hand, Wu Fei et al. constructed a list of keywords related to artificial intelligence, blockchain, cloud computing, and big data by reviewing policy documents and research reports [14]. This academic literature provides theoretical support for the digital transformation of enterprises and important references for identifying the...
characteristic words of digital intelligence technologies.

4.3.5. Writing and importing dictionaries
It is not enough to obtain a custom dictionary using the above method; it is also necessary to supplement the crawled policy text dictionary and filter and select the words in it according to the characteristics and needs of the logistics digital intelligence technology field. In terms of policy documents, we supplement them with a series of technology-oriented policy documents to further enhance the characteristic keywords. These policy documents provide guidance and support for the development of physical logistics enterprises, which contain important requirements and promotion measures for digital intelligence technologies. By referring to these policy documents, we can obtain a more comprehensive and practical list of characteristic words for digital intelligence technology that suits the needs of the actual logistics business. The screened words are compiled into the dictionary document following the corresponding dictionary document format specification. In determining the characteristic words related to the number-wise technology for logistics enterprises, this paper takes into account the perspectives of both the academic and industrial fields and forms the final sub-word dictionary based on the following classification principles. Finally, the prepared dictionary file is imported into the text analysis tool to enable recognition and utilization of the words in it.

After obtaining the custom small dictionary, to ensure the accuracy and reliability of the index measurement, further processing is conducted when calculating the word frequency of the number-wise technology in this paper. Negative words such as “no” and “none” are excluded from the keywords. Figure 5 shows some of the codes used for excluding negative expressions before the keywords. This step is taken to exclude cases that are related to digital intelligence technology but express negative meanings, in order to ensure the accuracy of the index measurement.

![Figure 5: Some codes for excluding negative expressions before keywords](image)

5. Keyword extraction and dimensional structure
5.1. Keyword extraction process
In order to extract keywords related to digital intelligence technology and construct the dimensional structure, this study adopts a custom dictionary-based approach to build a digital intelligence technology dictionary for logistics enterprises. Firstly, we collected and organized a large number of common words related to logistics digital intelligence technology through relevant literature and real-world knowledge, and compiled a custom dictionary comprising these words. The custom dictionary includes terms and domain-
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specific terms closely associated with digital intelligence technologies, such as big data, blockchain, cloud computing, artificial intelligence, and Internet of Things.

Next, using this custom dictionary, we cross-referenced it with the crawled annual reports of logistics companies. We screened the annual reports for terms that matched those in the custom dictionary, in turn obtaining specialized terms and keywords related to the logistics domain. Finally, we incorporated the words from the crawled logistics policy text and categorized and organized the words in the dictionary based on their subject features. This enriched the content of the Digital Intelligence technical dictionary, and the keyword visualization is displayed in Figure 6-1. This process ensured that the extracted keywords related to the number-wise technology were accurately and professionally identified. A portion of the code used for this purpose is demonstrated in Figure 6-2.

5.2. Construction of dimensional structure

Although the keyword dictionary obtained through the aforementioned method reflects important words and terms of digital intelligence technology in the logistics field, it merely presents a list of terms without a corresponding structured and systematic description. To gain a clearer understanding and organize the application and connotation of digital intelligence technology in the logistics field, we intend to construct a simple dimensional structure using the extracted keywords. This will allow for a better understanding and organization of the application scenarios and roles of digital intelligence technology in logistics enterprises.

To build a dictionary of digital intelligence technologies in the logistics field, we employ keyword extraction techniques for classification and organization. During the classification process, we thoroughly consider the nature, application scenarios, and technical characteristics of digital intelligence technologies. We also seek input from relevant experts to divide digital intelligence technologies into different dimensions. By doing so, we construct a hierarchical and structured scheme that aids in comprehending and managing the applications of digital intelligence technologies in the logistics field.
Based on the distinct roles and characteristics of digital intelligence technologies in logistics, we divide them into the following five main dimensions: intelligent sensing and identification, automation and control, data and communication, intelligent algorithms and technologies, and Internet of Things and cloud computing. Under each dimension, we further categorize different technologies, application scenarios, and business functions, which results in a more detailed description (refer to Table 1).

This classification scheme aims to provide a more professional and standardized content, catering to the actual needs of the logistics field, and promoting the application and adoption of digital intelligence technologies in logistics.

1. The key technologies under the dimension of “intelligent sensing and recognition” are primarily used for sensing and recognizing information in the logistics environment. This involves identifying items, goods, and people, among other things. These technologies provide logistics companies with more accurate data support and process optimization. Smart sensors, image recognition, and face recognition contribute to automation, accuracy, and traceability within logistics systems by providing precise data and information. RF systems are utilized for wireless communication and identification technologies in logistics. Smartphones typically possess a range of sensing and
identification functions, enabling interaction with other logistics systems. Environmental monitoring technologies monitor parameters such as temperature, humidity, and gases in the logistics environment.

(2) The key technologies under the dimension of “automation and control” are primarily employed to automate and control the logistics process, thereby realizing automated operation and information flow within the logistics system. The main technologies used to automate and control the logistics process include automatic control systems, automated equipment, and mobile application technologies. Robots, AGV, and driverless technology play a significant role in replacing humans for logistics operations and transportation tasks, thereby improving efficiency and accuracy. Data processing and data exchange serve as crucial links in achieving logistics automation and control. Through the processing and exchange of data, automated operation and information flow within the logistics system can be achieved. Smart warehousing utilizes automation technology and intelligent control systems to manage and optimize warehousing operations, including automated storage and retrieval systems and intelligent shelving. Milkrun cycle pickup, on the other hand, is a logistics pickup method that employs automation technology and intelligent control systems to optimize the pickup and delivery process of goods.

(3) Under the “Data and Communication Dimension,” these technologies are primarily used for processing, transmission, and management of logistics information. The internet, GPS, GIS, and other technologies enable global transmission and real-time positioning of logistics information. WMS is utilized for warehouse management and inventory control. Technologies such as data analysis, data mining, and big data analysis extract useful information to optimize logistics decision-making and operations. ICT (Information Communication Technology) encompasses the technology used to acquire, process, store, transmit, and display information through electronic means. Data transmission and data sharing are key technologies for achieving the flow and sharing of logistics information. APP applications involve data transmission, communication, and user interaction. Users can remotely control smart homes and view device statuses, among other features. POS systems are used for sales and payment transactions. They collect and process transaction data. IC cards utilize chip technology for storing and transmitting data and are commonly employed for identity verification, payment processing, and storage of personal information.

(4) Under the dimension of “intelligent algorithms and technologies,” these technologies are primarily employed for intelligent optimization of logistics processes. This includes the application of intelligent algorithms, artificial intelligence technologies, and augmented reality technologies. They can be utilized for logistics monitoring, decision support, and process optimization. AIOT refers to the application of artificial intelligence technology to the Internet of Things (IoT) for achieving intelligence and optimization within the logistics system through the connection and data interaction of IoT.

(5) Under the dimension of “IoT and cloud computing,” key technologies are primarily employed for interconnection and data processing within logistics systems. These technologies include IoT technology, cloud computing, blockchain, and edge computing. They support the interconnection of logistics devices, offer efficient data storage and computing capabilities, enable agile data processing, enhance collaboration and communication among logistics stakeholders, and ensure data security and trustworthiness.
With the aforementioned approach, we have developed a customized small dictionary and a simplified dimensional structure. These tools enable a comprehensive depiction and understanding of the applications and contributions of digital intelligence technologies in the logistics field. They also facilitate the advancement of digital and intelligent logistics technologies. Additionally, the construction of this dictionary and dimensional structure provides a foundation and reference for future research and serves as a basis for exploring the application of digital intelligence technology in the logistics field.

<table>
<thead>
<tr>
<th>Intelligent Sensing and Recognition Class</th>
<th>Intelligent sensors, image recognition, face recognition, barcode recognition, RFID, sensors, infrared sensing, RF systems, smartphones, environmental monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automation and Control</td>
<td>Automatic control, automatic detection, automatic identification, robot, AGV (automatic guided vehicle), autonomous mobile robot, driverless, unmanned aircraft, unmanned forklift, unmanned sorting vehicle, unmanned tractor, railed automatic running vehicle (RGV), mobile application technology, monitoring technology, data processing, data exchange, intelligent storage, Milkrun cycle pickup</td>
</tr>
<tr>
<td>Data and Communication</td>
<td>ICT (information and communication technology), Internet, interconnection, WMS (warehouse management system), GPS, GPRS, GIS (geographic information system), ETC (electronic toll collection system), ITS (intelligent transportation system), electronic data exchange, data analysis, data sharing, data management, data mining, data transmission, data visualization, big data analysis, information technology, APP, POS, IC card</td>
</tr>
<tr>
<td>Intelligent Algorithm and Technology</td>
<td>Intelligent algorithm, augmented reality (AR), virtual reality (VR), mixed reality (MR), 5G, 3D printing, intelligent algorithm, artificial intelligence technology, logistics monitoring technology</td>
</tr>
<tr>
<td>Internet of Things and Cloud Computing</td>
<td>Internet of Things, Cloud Computing, Blockchain, Edge Computing, AIOT (Artificial Intelligence Internet of Things)</td>
</tr>
</tbody>
</table>

6. Conclusion and prospect
In this paper, we have constructed a dictionary of digital intelligence technologies for logistics enterprises using text mining technology. This dictionary sheds light on the key technologies and applications of digital intelligence transformation in logistics enterprises. By conducting word frequency statistics, we can identify the prevalent digital intelligence technologies utilized in logistics enterprises, and thereby discern the trends in digital intelligence technology adoption. Moreover, by analyzing the correlation and emergence of keywords, we can provide targeted suggestions and guidance for digital transformation to help logistics enterprises grasp the essence of digital and intelligent transformation and enhance their digital transformation efforts.
While this study has yielded preliminary insights into the digital intelligence technology landscape in logistics enterprises, providing valuable reference and support for their digital transformation and intelligent upgrading, it still encounters certain limitations and challenges. Firstly, the study relies on a single data source, which may not fully capture the diversity and complexity of industry development. Therefore, future endeavors should involve more extensive data collection and integration from diverse sources to enhance the lexicon’s scope and inclusiveness. Secondly, text mining techniques may exhibit deficiencies in text analysis and recognition, potentially leading to lower accuracy rates in vocabulary and keyword recognition. Hence, future research needs to fortify data collection and analysis, integrating artificial intelligence and other technical methods to enhance the accuracy and precision of text mining technology, thereby improving the credibility and practicality of constructing a digital intelligence technology dictionary.

In conclusion, the future development of logistics enterprises in data mining, big data analysis, and number-wise applications is a systemic issue that requires continuous adjustment and optimization. This is necessary to adapt to the changes in the digital era and enhance scientific rigor and practicality. We can further optimize the construction of the digital intelligence technology dictionary, expand the scale and time frame of data sources, and improve the accuracy and practicality of keyword extraction. By applying these advancements to various fields within the logistics industry, such as logistics production, logistics warehousing, and logistics distribution, we can explore the sustainability of digital intelligence transformation for logistics enterprises. Additionally, we can explore how to effectively grasp the financial and market risks associated with digital transformation in the digital era. These efforts will provide reliable decision-making and support for future digital transformations.

Moreover, we will strive to strengthen international cooperation in related fields and embrace various developmental opportunities with an open attitude. This collaborative approach aims to enhance overall efficiency within the logistics supply chain and foster the healthy development of the industry.
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