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Abstract. Online platform information content review rules ahe normative basis for
platforms to regulate their internal activities ambure the security of online information
content. They are also an important object forfptais to perform their governance
responsibilities under the co-governance ordersaiodid be reasonably established on the
basis of complying with legal provisions. In order exercise the private power of
censorship of illegal information content, onlidatfiorms establish rules for censorship of
information content based on legal authorizatiah their own influence, and the operation
of this rule should conform to the standard of prhaal justice. Specifically, the process
of formulating the rules should be transparent elglaranteeing the user's right to
participate, and the basic due procedures shoulflibeanteed in advance when making
decisions based on the rules. At the same timédppias should be required to establish a
reasonable content review mechanism. The improveaiehe relevant procedures of the
information content review rules can enhance tedibility of the platform rules, thereby
ensuring the platform autonomy and network goveraamvironment.
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1. Introduction

With the continuous development of the informatogiety, the scope of people's activities
has expanded from the traditional real space tméteork virtual space. As a product of
the development of the internet, the network ptatfdvas improved the efficiency and
convenience of people's production and life, bbhag also brought new problems. In order
to strengthen the ecological governance of netwddemation content, China has shifted
from the traditional governance model of "governtriedividual" to the ternary
governance model of "government-network platformiridual”. Network platforms have
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become the main role in network governance. Iteisessary to exercise its power and
regulate platform activities, and information cariteeview rules for regulating illegal
information and violations have emerged. Onlingfptans take censorship rules as the
main basis for regulating the network environmeltierefore, only by ensuring the
procedural legitimacy of censorship rules can entfug fairness and authority of platform
information content censorship.

2. Theprivate power attribute of online platform information content review

The capital attribute of the network platform metrat its fundamental purpose is profit-
seeking, and public interest is an incidental remaént, which is fundamentally different
from social public power. At the same time, althlotige relationship between the platform
and users seems to originate from an equal comaheamtractual relationship, whether it
is from the unilateral formulation of platform rslethe mandatory signing of service
agreements, or the disposal of illegal acts, ithahlights "private governance" non-
equality between the platform and users. The naiivatgnce of the subject's identity is
the difference between "power" and "right". Therefglatform power is not a private right
in the traditional sense, nor is it a social pupliever authorized by law. The behavior of
online platforms information content censorship theesattribute of private power. Private
power is the dominance and influence that a prisabgect has over another private subject
in terms of rights and freedoms. In the internet,afe network platform has gained
enormous power to influence the public order anbpe rights and interests based on the
technical resources and information resourcegatysnforming the actual domination and
influence on the network information market. [1]

According to the information content review obligat configured by the legislation,
the online platform has obtained the discretioretoew whether the information content
posted by the user is illegal, and obtained thbtrtg control the user because of the
platform agreement signed with the user. Netwodtfpims play the role of network
information regulators by means of qualificatioviesv, information management and
control, illegal processing, and information distlee of information circulation, and in
fact undertake the public functions of maintainithge order of network information
circulation and protecting the rights and interedtasers. In order to maintain the power
to control a large number of users, the platformdemts network information regulation
by formulating and implementing platform norms aujudicating disputes in accordance
with the norms, forming the power expression forfiquasi-legislative power", "quasi-
administrative power" and "quasi-judicial power"in#ly, establish a complete
information content regulation system. [2] First,drder to ensure the operation of the
platform, all platforms have established their gulatform rules in accordance with the
law. For different information content and diffetdnformation circulation stages, the
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platform establishes, revises and abolishes diffegges of platform rules and exercises
"quasi-legislative power". Once users choose totheeplatform, they must follow the
platform rules, perform the obligations stipulategt the platform and accept the
corresponding treatment measures. Second, theyptetthave the authority to restrict and
delete the illegal information found in the manageatmprocess according to the platform
specifications, deal with the illegal behavior akts, and exercise "quasi-administrative
power". Third, the platform exercises "quasi-judighower" by establishing a complaint
and reporting mechanism, providing a complainteemprocedure, and setting up a dispute
resolution system. Taking Sina Microblog as an gdamn order to effectively control
illegal information and maintain platform orderhias formulated various platform rules
such as the "Microblog Community Convention”, "Miblog Community Entertainment
Information Management Regulations" and¢@t History Rules"; based on the above
rules, The platform can take measures such asraglaformation, reducing credit score,
terminating account use, etc., and resolve usegsutds through arbitration system,
community committee judgment and trial. Considerthg cost of litigation and the
damage to their own rights, users often accepptbeessing results made by the platform,
which means that the platform's "quasi-judicial poircan achieve the effect similar to the
final judgment of the court to a large extent. Bhse this, the information content review
of the network platform actually has the attribotpower. The online platform information
content review rules are the externalized manifiestaof the platform's information
content review power. They are privately formulated! implemented by the platform
according to its review power and are used to eguthe internal illegal information
activities and violations of the platform. [3] Thevate power of the platform has fully
penetrated the process of formulating and implemgrthe censorship rules, which is
essentially different from the "autonomy of will the traditional contract signing.

3. Procedural issuesin the operation of therulesfor reviewing infor mation content of
online platforms

The principle of due process is the basic princgfl@dministrative agencies when they
make administrative acts. When administrative aigsmoake administrative acts that have
an adverse impact on the rights and interests ofirastrative counterparts, they must
follow due process, including explaining to the mwuparties the reasons and basis for the
administrative acts, listening to the statementdeafdnse of the counterparty, provide the
counterparty with corresponding relief channels] anotect the legitimate rights and
interests of the administrative counterparty byofeing the due process of law. [4] Due
process protections in the network platform medret when the network platform
exercises the power of reviewing information cohbermccordance with the platform rules,
in order to protect the rights and interests ofrsisé must follow the corresponding
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protection procedures. Including the establishn@ntensorship rules to ensure user
participation and transparency of the rules, pmotification is required before relevant

information is blocked or deleted, the basis araboas for the behavior are explained to
the user, and the user's defense is heard. Thiedause, as a private subject, online
platforms have huge control powers, and are pronabtise of power. As an external

manifestation of this private power, censorshipesuhave the following procedural

problems.

3.1. Theestablishment of online platform review r uleslacksthe effective participation

of users

On the one hand, the formulation of autonomoussrialeks user participation. Every user
who uses platform services needs to agree to tisebmasic user agreement. This agreement
is a contract made in advance and unilaterallyhgyietwork platform. Users need to
authorize and agree to obtain services. If theyseto accept, the use of services will be
subject to multiple restrictions or even unableuse platform services. Due to the
monopoly of social platforms, users can only beddrto accept it, and the principle of
informed consent cannot play its original role. ilgkcommunication tools as an example,
WeChat is currently the main communication tooChina. QQ and WeChat, which have
similar functions, are both operated by Tencene Buthe fact that most people use this
communication tool to communicate, new users haypass Authorization agrees to obtain
the same service. On the other hand, the modificatif autonomous rules lacks user
participation. Article 34 of the "E-commerce Law thie People's Republic of China"
stipulates that e-commerce platforms should pubBdlicit opinions when revising their
rules. However, this provision does not restricialomedia. For example, the " Microblog
Service Use Agreement" only configures the Micrghdperator with the public obligation
to modify the use agreement. Once the user refseseeds to bear the consequences of
stopping the use. express its acceptance of thgerkagreement. This agreement is an
agreement that the user must accept when regigi¢hat is, the user is required to transfer
his rights at the beginning, and the user is unawdérsubsequent changes to the rules.
Based on this, the modification of the autonomaulesr of the network platform has
actually rejected the participation of users irisgdised form.

3.2. The online platform review mechanism lacks openness

Paragraph 1 of Article 9 of the "Regulations on Hwlogical Governance of Network
Information Content" requires the network inforroati content service platform to
formulate detailed rules for the ecological govag®of network information content on
its platform, including the improvement of relevagstems for information content review
and the allocation of professionals, but lack aé&iinal control of the network platform.
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Transparency requirements for auditing systems.

In the practice of information content review, fatform will show that it is actively
implementing review transparency by publishing nggamaent work announcements, but
its public content often only plays a declaratiskerand does not actually respond to the
public's need for transparency. Taking Sina Miocogbls an example, it will publish
community management work announcements monthlgugir the account of the
"Microblog administrator". For example, the "Mictog July 2021 Community
Management Work Announcement" announced the primgee$ harmful information on
current politics and the number of account baresntimber of illegal pornography-related
information disposals, the number of false infoliorafrocessed, the number of rumor-
refuting information, the number of accounts clogedpublish pornographic-related
information, the number of users The number of wtisp handled, the illegal arbitration
results of the community committee, etc. Howeva,report does not show the full picture
of the review process. The specific standards émier, the handling and feedback
procedures for violations, the proportion of comterocessed before and after the user's
report, the number of users' appeal information #m& corresponding number of
information recovery are all lacking specific ingttions. [5] The same problem also exists
on the Tik Tok platform, which also publishes rapasimilar to the above-mentioned
community management work announcements. Howeheergtease of its video is directly
determined by Tik Tok officials to determine whatlieviolates the regulations. The
specific review process, reviewers and how to r@dee not made public. There is also a
lack of publicity for the handling process aftee tuthor's complaint, and the company’s
auditors made it clear in the interview that iteitemt auditing standards are commercial
secrets, which means that the transparency of dikksTcontent auditing process needs to
be improved. This makes it impossible for usereffectively understand the platform's
governance capabilities and speed, and their tighknow has not been effectively
guaranteed. The review operation of the networkqua insiders is done secretly in the
background management system. Each reviewer indepén exercises authority within
the scope of their duties, and different reviewrtedave different review standards, and
the procedures and standards for making reviewsidesd are confidential. Thus, it is
highly likely that platforms will consider factotseyond the law and user agreements
without the public's knowledge. [6] Lack of legisl@ requirements for the transparency
of the platform's internal audit mechanism, platfaelf-regulation alone will inevitably
damage the procedural rights of users.

3.3. The pre-procedures of the online platform review and handling decisions are not
standar dized
In addition to the opaque content review procdss,rotification procedure before the
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decision of online platform information content i@~ is often not guaranteed. In
accordance with the relevant provisions of admiatste laws and regulations, the law
enforcement of administrative organs needs to prdtee rights and interests of the
counterparty from both substantive and proceduspkets. The entity must ensure the
sufficiency of relevant evidence and legal basis] the procedure requires it to make
administrative actions under due process such &fication, hearing statement and
defense. Under procedural guarantees, the countetpes sufficient right of expression
to raise objections to the legality and rationalitf the entities and procedures, to
demonstrate the legality of their actions, andetyuire administrative organs to respond to
their relevant claims in a timely manner. [7] Adisimative procedural justice is the core
requirement of administration according to law. \Wleercising its functions and powers,
administrative organs must, on the basis of thecjple of "no action without authorization
by law", give full play to their professional aljlito make decisions and explain them fully,
effectively and convincingly, and fully protect useright to know and appeal.

By requiring online platforms to assume the resfimlity of generally reviewing
information content, administrative agencies haveffect made platforms assume the
responsibility of assisting and, to a certain etesnorrogate law enforcement. This will
effectively give full play to the unique technicahd environmental advantages of the
network platform. However, under the objective peots of the conflict between the
private and public nature of the platform, anddtreter censorship of information content
but accountability, the decision to censor inforigratcontent under the indirect law
enforcement of the platform is made. In the absafceorresponding prior guarantee
procedures, users with damaged rights cannot otitaidue process protection enjoyed by
administrative agencies in law enforcement.

Specifically, although the online platform must dant information content review
based on legislative provisions, the form of thatfpkm taking measures against users is
based on the user agreement signed by both pamiger than the powers expressly
granted by the law. Laws and regulations have mtcjearly stipulated the review
procedures of platform information content, andréheéew procedures are separated from
the regulation of the due process.

At the same time, when the law sets informationteanreview obligations for
platforms, it also requires them to ensure opematigecurity, information security and
many other aspects. The profit-seeking nature pitaiadrives the platform to reduce its
own operating costs as much as possible. At timis,tivhen the online platform conducts
private governance, it will naturally try to avoa series of costs such as evidence
investigation, fact determination and negotiatioithwhe parties. This means that the
legitimacy of procedures is difficult to guarantesd the procedural rights of Internet
expression subjects are naturally eroded. [8]
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In "Shenyang v. Hangzhou Netease Leihuo TechnaligyLtd."(Zhejiang Province
Hangzhou Intermediate People's Court (2017) ZheMM Zhong No. 6401 Civil
Judgment), the appellant believed that the appelidenot express in advance that the
appellant's behavior was prohibited sexual behaeiod the appellee did not inform in
advance of the permanent suspension of the acchumtmposition of penalties with prior
notice is clearly inconsistent with due processweleer, the court held that, based on the
autonomy of the contract, the appellee had thd tgleontrol, and that "the two parties
were in a contractual dispute, and there was mr pidtice clause, and the defendant's
direct punishment was not inappropriate”, so gctgd the appellant's claim. This kind of
judgment is based on private law on the basis kfi@eledging that the appellee enjoys
the rights, and there is obviously a contradictiotihe order of public and private law. The
Tik Tok platform also lacks the guarantee proceddnerior notification in the first-level
review process after the video is uploaded andsel@. After the platform has undergone
"automation + manual" review and determined violagi it can directly take punishment
measures such as deleting videos, limiting curr@mt, banning accounts, and does not
require prior notice before making a decision. d@ibeision of the online platform to punish
the user will obviously infringe the rights andardsts of the user. Therefore, the basic
procedural rights such as the user's right to qpéie, the right to know, and the right to
state and defend should be guaranteed, which isaie requirement of natural justice.

4. Procedural regulation of the operation of online platform information content
review rules

The censorship of information content on onlinetfplans should pay attention to the
importance of due process. Due process has thefuhalions of restricting power and
protecting rights, and can effectively prevent po¥em infringing upon rights. Online
platforms use platform rules to exercise their giévpower to censor information content
and should follow the public law value requiremehtiue process. In order to prevent the
abuse of the platform's private power, enhancethmic's recognition of the censorship
rules, and ensure the long-term operation of tbe€ghment-platform-individual" network
governance mechanism, it is necessary to improgedimulation and implementation
procedures of the censorship rules from the folhgnaspects.

4. 1. Strengthen user participation in the formation of information content review
rules

Enhancing user participation in the establishméthii@review mechanism is an important
measure to ensure that the rule-making processnafto procedural justice. At present,
more and more laws and regulations in my counttyf@uvard requirements for users to
participate in the formulation of censorship rulest example, Articles 32 to 34 of the "E-
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commerce Law" stipulate that online platforms shdfallow the principles of fairness,
impartiality and openness when formulating platfaties. And public opinion should be
solicited before amending the rules. On OctobeR9,1, Article 14 of the "Guidelines for
Implementing Subject Responsibilities on InterrlatfBrms (Draft for Comment)” issued
by the State Administration for Market Regulatidsoarequires online platforms to follow
procedures such as rule formulation, revision anoement, and solicitation of opinions.
However, the relevant regulations still have praidesuch as limited types of platforms to
be regulated, and low legal hierarchy. At the same, in the face of the heavy
responsibility of reviewing information content,practice, major online platforms are also
looking for ways to "reduce the burden". Among théme most important way is to invite
users to participate in the review and processinmformation content. For example,
Chapter 2 and Chapter 3 of "Sina Microblog Commu@ibmmittee System" clarify that
Sina Microblog establishes a community committestesy. The committee includes an
ordinary committee and an expert committee. Ittéislaes an ordinary committee through
open recruitment and review, and then the ordisargmittee is promoted to produce an
expert committee. This system focuses on the reaighhandling of false information and
harmful information, and also provides correspogdieview procedures for the losing
party of the handling decision. Compared with the-disclosure of automated review, this
system guarantees the user's right to know andghtto defend to a certain extent, [9]
but the community committee system only guarartteesight of some users to participate
in the implementation stage of the information emtensorship mechanism. There is still
room for improvement in terms of engagement and eiIsgagement scale.

Therefore, in order to ensure the fairness of tafggm's censorship rules, the right
of users to participate in the establishment ooeship rules should be enhanced. On the
one hand, rules formulated by online platforms &hgw through reasonable procedures
such as drafting, publicizing, soliciting opinioasd then releasing them. The procedures
for formulating rules for online platforms may beaffed in accordance with the relevant
provisions of the Electronic Commerce Law, on thsid of following the principles of
fairness, impatrtiality and openness, and publiciz&tin a reasonable time. If users put
forward reasonable opinions, the platform rulesuthde improved in a timely manner,
and user representatives may be required to geatiiin the drafting of platform rules
under necessary conditions. On the other handhempliatform amendments to the rules
should also go through effective procedures sudokisting opinions, publicizing within
a reasonable period, and prominently remindingréctice, online platforms usually have
set relevant censorship rules before users eniichwean directly obtain user consent and
relevant authorization through user agreementsciwinmeans that the platform rules
formulation process lacks the effective participatof users. In order to better protect the
rights and status of users, the participation efsishould be guaranteed during the long-
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term existence and revision of platform rules. $jdly, the online platform shall
provide corresponding channels for users' opinmnthe implementation of the rules and
suggestions on the revision of the rules, and reasonably publicize the channels; for valuable
opinions and suggestions, the platform shall give feedback within a reasonable time limit;

for New terms and new rules after the platformlheen modified or established should be
placed in a prominent position on the homepage, rminder should be given when the
user logs in. By improving the procedures for therfulation and revision of review rules,
it is possible to ensure that the platform rulesraore fair and just, and can be recognized
and abided by relevant stakeholders. [10]

4.2. Improve the transparency of information content review rules

Since the establishment of the online platformrimfation content censorship system, due
to information asymmetry and unequal status betweemplatform and its users, platform
autonomy has been subject to disputes such aatization of power", "ambiguity of audit
standards” and "confidentiality of audit procedutels order to prevent online platforms
from abusing their censorship powers, it is neagssa improve the transparency of
censorship rules to promote the trust and recagmitif the censorship mechanism by
relevant stakeholders. Online platforms need tdigiab the procedures for formulating
censorship rules, review procedures, and punishqmetedures in a conspicuous and
reasonable manner, and accept the supervisiorlesfarg stakeholders, thereby limiting
private power and protecting public interests.

In terms of foreign legislation, Article 2 of Germgs "Network Enforcement Law"
stipulates that if a social network platform reesivnore than 100 complaints about illegal
content within a year, it should produce a reparthandling complaints about illegal
content every six months, and report it in the fadgovernment. The bulletin and the
home page of its own website are published. Thealaw lists the specific content of the
report in detail in Article 2, paragraph 2, inclngispecific measures to stop illegal acts,
complaint communication mechanism, judgment catéor deleting and blocking illegal
content, number of complaints about illegal contergency responsible for handling
complaints, Personnel situation, setting of commplgboints, number of external
consultations, classification and sorting, progessiime, notification of processing
decisions, etc. [11] The British White Paper onimHarm also stipulates that regulated
platforms should produce and publish an annuabparency report, which includes the
dissemination of harmful content on the platfornd #ime relevant measures taken by the
platform. In addition, regulators can request thatfgrm to provide other relevant
information according to their own needs. [12]Ha practice of foreign platform autonomy,
since 2018, Facebook has published transparencytsegvery year, disclosing content
review standards, rule implementation, etc. Theauahtransparency report is released on
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the handling situation and responses to relevaletsruhich effectively protects the
public's right to know the platform's review rul¢s3] The above legislative experience
has great reference significance for realizingtthasparency of China's online platform
information content censorship rules. China sheeffuire online platforms to refine the
transparent content of censorship behaviors torenthe transparency of platform
information content censorship rules. [14] Speailfig first of all, the public content of the
platform should be determined, including the pubdiciew standards, review processing
process, and dispute resolution mechanisih @her specific content; Secondly, the
frequency and degree of disclosure can be detedhaiceording to the scale of the platform,
the number of users, and the platfoymsipervision capabilities; Finally, the content
exposed by the platform should be easy to undetstasily accessible, and available for
a long time. In addition, in terms of public obgabn the one hand, the influence scope of
the platform’s censorship behavior can be consitiereletermine the public group of the
platform, that is, if the platform’s censorship beior only adversely affects specific
subjects, the scope of disclosure is limited to relevant a specific subject; [10] On the other
hand, information involving business secrets and@el privacy that should not be
disclosed to the general public. For example, tgerghmic mechanism for review and
processing may only be disclosed to regulatory eigsrafter being requested by platform
operators and reviewed by relevant agencies, andat®ry agencies are responsible for
ensuring information security.

4.3. Improve the implementation procedures of the infor mation content review rules
The implementation of online platform informatioontent review rules is mainly reflected
in the establishment of an information content eevimechanism. Standardizing
information content review rules requires it toabdish a reasonable and standardized
content review mechanism. Article 9 of the "Regola on the Governance of Online
Ecological Content" stipulates that in the ecolagigovernance mechanism of online
information content established by online platfornedevant systems such as information
release review, thread comment review, and rea-tmapection should be improved. This
is the specific requirement of legislators for éstablishment of an effective and practical
review mechanism for online platforms. my countrgntent review mechanism is
relatively well established, and it should beloaghe content review mechanism of the
Tik Tok platform. The Tik Tok platform mainly reBeon manual review to review illegal
and illegal information. It reviews the legitimagfvideos through two channels: platform
review at the video upload stage, and user comglaimd reports at the video dissemination
stage. In the video uploading stage, it is deteeghiwhether the video violates regulations
and whether it can be published according to tlreqss of automatic review and then
manual review; in the complaint reporting stage, the legitimacy of the video is secondarily
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determined based on user complaints and then giofed manual review. Tik Tok 's
information content review rules are effectivelyplemented through this mechanism, but
there is a lack of corresponding internal supeovigirocedures, and there is still room for
further improvement in this mechanism.

In order to seek further improvement of China'stenthreview mechanism, we can
learn from the relevant experience of foreign platfs' content review mechanisms. We
can refer to Facebook's content review systemfioer¢he content review mechanism of
my country's online platforms. First of all, bassdcost considerations, platforms should
adopt different auditing methods according to tlemn needs to audit different levels of
information. Facebook's content moderation is dididnto three categories: pre-event
moderation, post-event active moderation, and eestit reactive manual content
moderation. [15]

Based on the consideration of saving the cost afualareview, the pre-audit mainly
uses content filtering technology for automaticieawy and the post-reactive manual
content review adopts manual review. The post-egetite review system requires the
platform to actively search for and delete illegdibrmation in a timely manner, but limit
the illegal information to “extreme information atetrorist information”. That is to say,
what Facebook undertakes is a limited censorsHigatiton, which avoids the platform's
burden of censorship. Second, the professionalfgheaeview team should be enhanced.
During Facebook's post-reactive manual review phasévides the content review team
into three levels: the first level is the rule maf@ professionals such as lawyers, who do
not participate in the preliminary review work, amaly make final decisions based on the
important information submitted by the second level reviewers; Level 2 examiners are
responsible for overseeing the review work of Le8ekxaminers and can prioritize
information such as immediate threats of violenceeoorism, and review some general
information based on their own needs; The third-level censors do general censorship work
and undertake the censorship of lower-priority infation content such as insults,
pornography and obscenity. In this three-level eevisystem, the first-level reviewer
leaves the specific review work and only makeditiad decision, which relatively ensures
the neutrality of the system established; the limited review of illegal information by the
second-level censors can limit the abuse of thesorship power, and their supervision
of the third-level censors can effectively guararttee fairness of the information content
review. Chinese online platforms can also estaligitdown supervision and review
procedures in the information content review medranoptimize the quality of the
review team, and improve the professionalism anghtiality of the information content
review mechanism.
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4. 3. Standardize the natification procedure before the platform makes a decision

In the Internet age, in order to avoid the arbjtrgroblem of administrative law
enforcement, the Cyberspace Administration of Ciidsaed the "Procedural Regulations
on Administrative Law Enforcement for Internet Infation Content Management" to
safeguard the procedural rights of online platfortdader the control of information
content review rules, the relationship betweennaniplatforms and platform users is
similar to the regulatory relationship between atstiative agencies and online platforms.
However, considering the timeliness of handlinggll information on the Internet
platform when making censorship and handling, temfomits the setting of prior
procedures, thereby damaging the procedural rigfhisers.

Establishing a notification procedure before asieaion review and handling is made
can effectively protect the procedural rights adngsand is a necessary measure to regulate
the power of online platforms. In order to deterenihe prior naotification procedure of the
online platform, on the one hand, the specific fiwafion content should be improved.
Referring to the requirements for notification fret' The Santa Clara Principles " issued
by the Electronic Frontier Foundation, the spedifimtent of the platform notification
should at least include the content deleted bythtgorm, how to review the content, the
specific review regulations violated by users, Gle@s and modalities for grievances,
relevant time limits for grievance procedures, atfter remedies. [16] In this way, the
online platform can further supplement its notifica content, and include the specific
terms of the violation of the information posted the user, the platform's review
procedures, the user's complaint methods and camplacedures, and the remedies for
platform review errors into the platform's notifiicem content. On the other hand, the
network platform should use reasonable notificati@thods to inform users. The German
"Internet Enforcement Act" puts forward the reqmemts for the disclosure of
transparency reports to be simple, easy to unaetstasy to obtain and permanently
available; Facebook reminds users by issuing a notice of cehgndecision when users
log in. [15] A reasonable notification method isinavitable requirement for the platform
to improve the notification procedure. Referringhte above experience, the naotification
method of the online platform should meet the reabte requirements of being simple
and easy to understand, easy to obtain, and tireaetinding.

The above procedural requirements for the onliaqim information content review
rules to enhance user participation, make revielesruransparent, improve the
implementation procedures of the rules, and relptededures before making decisions
can be determined by professional organizationdustny associations, super-large
platforms, etc. make specific provisions. Othetfptans should be applied by reference,
and administrative organs may also provide guidipgnions through relevant legal
documents. In addition, when the administrativeargupervises the autonomous behavior
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of the platform, it should establish and improve filing and review system of the
platform's review rules, and regard the platforimisrovement and practice of the review
rules as an important factor in determining whetheactively fulfills its information
content review obligations. Based on this, and thecide whether to hold the platform
accountable.

5. Conclusion

The online platform has become the main place Her fublic to participate in online
activities. The rules of online platform informaticontent review are the main basis for
the platform to manage illegal information. The mwement of this rule will greatly
promote the maintenance of platform order and thimabdishment of a good online
ecological environment. It also provides a convenigay to establish a co-governance
order with the participation of multiple subjecthe formulation of platform censorship
rules is an effective supplement to the legal gaaece of the network environment, and
it is also a practice of comprehensive law-baseegdgmnce in the internet age. In view of
the process of formulating and implementing infaiora content review rules on online
platforms, this paper proposes a series of proeédequirements such as strengthening
user participation in the establishment of theeemmechanism, establishing a transparent
mechanism, improving the content review mechaniang improving the notification
procedure before the review and handling decissomade. , which can enhance the
authority of platform rules and achieve the purpokbalancing freedom of speech and
public order. Of course, we should realize thatvwoek environment governance is a long-
term topic, and we need to continuously strengtherimprovement of network platform
rules, build a benign network ecological environmmand ensure the long-term operation
of network co-governance order.
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