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Abstract. Moviegoers refer to online audience movie ratings before deciding to watch a 
movie. They are more inclined to watch a movie with a high average rating. We develop a 
system to predict average audience movie ratings based on the lead cast and crew at an 
early stage of movie production. After valuing multiple scenarios, investors can use our 
study to select the lead cast and crew objectively. Judicious selection of the key cast and 
crew is extremely important as investors commit to large sums of money as professional 
fees while signing contracts with them.  Our study uses a relatively large sample of 1687 
Indian movies spread across 10+ languages released in India between 2010 and 2019 to 
identify the important predictors influencing average audience movie rating. Identification 
of important predictors improves the explainability of the prediction model, which 
increases the investors’ trust in the predicted values. The best model, random forest, 
reduces the baseline prediction error of the average rating by 10.21%. 

Keywords: Movie audience rating prediction; Support Vector Regression; Artificial Neural 
Network; Random Forest; Decision support system; Indian movies 

1. Introduction 
Movie investment is a risky business [1,2]. Investors make a large financial commitment 
in the initial phase during the selection of the lead actors, actresses, and important crew 
members like movie directors, music composers, producers, and writers, whereas the 
revenue starts pouring in after the release of the movie. There have been numerous 
examples when the lead cast and crew fail to deliver desired movie success [3,4], even 
though these lead stars and crew members do charge a hefty fee [5]. Therefore, movie 
investors prefer to assess the potential performance of the movie depending on the 
selection of the lead cast and crew. The objective of our study is to develop a decision 
support system for movie investors to predict movie performance for multiple scenarios 
with different combinations of the lead cast and crew and movie genre. Another important 
aspect of our study is to predict movie performance at the early stage of the movie 
production rather than at the end stage, either just before or after the release of the movie. 
Movie performance prediction after the release of the movie is more accurate but is not 
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useful for investors as very limited options are available to the producer after release. 
Therefore, investors prefer a decision support system that can predict movie performance 
at the early stage, so that they have sufficient time to take corrective actions.   

The study by Dastidar and Elliott [6] and Elliott et al. [7] found that the average 
online viewer rating (AOVR) is a significant predictor of movie revenue. Hean et al. [8] 
established that movie audiences are more inclined to watch a movie, that receives higher 
AOVR.  Given the strong positive association between movie revenue and the AOVR, 
investors like to accurately predict AOVR at the early stage of movie production. In 
contrast to using movie revenue as a popular representation of movie performance [6,9], 
our study uses AOVR to represent movie performance. Higher AOVR represents better 
movie performance. 

The past studies evaluated the quality of the lead cast and crew based on 1) the star 
power index published by film magazines [6,10], 2) the inclusion of stars in a master list 
[11], 3) winners of awards [5,12], 4) professional critic rating [13]. Our study, in contrast, 
explores the quality of the lead cast and crew of the current movie based on the 
performance of their past movies over the short-term, medium-term, and long-term.  

Our study is conducted on Indian movies. The primary reason for the selection of 
Indian movies is due to limited academic research on Indian movies. This is surprising 
given the fact that India produces the maximum number of movies in the world [14,15,16]. 
The replication of studies done earlier primarily in the Hollywood context is not suggested 
in the Indian context due to the socio-cultural aspects of Indian moviegoers, which is 
accentuated by the term “Indian Touch” [17]. The viewers' interaction with the film on-
screen is significantly different from the viewers of Hollywood movies in the US. 
Respectful silence is not at all integral to the way Indians express their appreciation of 
cinema [17]. Baz Luhrmann, director of Moulin Rouge said that watching a Bollywood 
film in Rajasthan represented a seminal moment in his understanding of cinema [17]. 
Srinivas [18] also highlighted the overtly participatory and interactive style of Indian 
audiences, a phenomenon that has eluded study in Western societies. Indian movies are 
structurally different from Hollywood movies [6,17,19] because 1) they contain multiple 
songs and dances 2) they have longer screening time, and 3) they are melodramatic. Our 
study considers the music composer as one of the key crew members due to the 
importance of music and dance in Indian movies. 

A study of multiple reports in leading Indian newspapers [20,21,22], reveals that the 
largest contributor to the total cost of moviemaking in India is the fees charged by leading 
actors and actresses which on average contribute to 40-50% of the total movie budget. 
Hence, Indian movie investors need to predict movie performance based on the selection 
of key cast and crew much earlier in the movie production. 

The machine learning (ML) based prediction models developed in our study assists 
the investors to predict AOVR more accurately depending on the selection of key cast and 
crew and the movie genres. This study helps the investors to finalize the lead cast and 
crew objectively after evaluating multiple alternatives at an early stage. The transparent 
reasoning (comparison of AOVR between multiple scenarios) of selecting one scenario 
over multiple other scenarios expedites the adoption of our proposed solution [23]. Our 
solution also provides explainability to movie investors by highlighting the relative 
importance of cast and crew for higher AOVR. Providing explainability enhances 
investors' trust [24] in the predicted AOVR value. 
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The following section (Related Studies) depicts the previous academic work in the 
field of forecasting movie performance (both revenue and rating), the impact of key cast 
and crew on movie performance, Influence of social media on the movie. The subsequent 
sections delineate the data collection process and the analysis methodology. The findings 
follow the methodology section. We conclude our study with management discussions and 
research limitations. 
 
2. Related studies 
2.1. Forecasting algorithms 
There are three major categories of forecasting algorithms used in movie revenue 
prediction. These are 1) statistical learning-based models 2) diffusion-based models, and 
3) ML models. The most used statistical learning-based model is Multiple Linear 
regression [13,25]. The advantage of the approach is its simplicity and the ability to 
quantify the impact of each independent variable on the target variable. The accuracy of 
this model has been lower due to linearity constraints. Diffusion-based models have 
received prominence within time-series-based forecasting models. The objective of the 
diffusion approach is to analyze the acceptance of a new product or/and service by the 
customers [26]. In a study, Jedidi et. al. [27] distributed 102 movies into four different 
clusters using the exponential decay model. The clusters were formed using variables like 
star power, MPAA rating, genre, competition, awards, seasonality, etc. Dellarocas et al. 
[28] introduced Bass Diffusion Model to forecast box office revenue. Lee et al. [29] used a 
generalized Bass model using multiple seasonal factors and herding effects, along with 
internal and external influencers to forecast box office revenue. In recent years, academic 
studies have been using ML algorithms to forecast box office performance. Most of the 
studies have designed it as a classification problem where forecasting is done to determine 
whether a movie is likely to earn higher or lower than a certain revenue value instead of 
designing it as a regression model to predict earnings. Delen et al. [30] developed 
classification-based forecasting models using discriminant analysis, decision trees, and 
ANN. Zhang et al. [31] also developed a classification (six predefined categories) based 
prediction model using ANN as a base model. Lee and Chang [32] developed a 
classification-based (three categories) forecasting model using a Bayesian belief network. 
In contrast, Abel et al. [33] built a regression-based forecasting model by applying 8 ML 
algorithms.  
 
2.2. Relevance of social media and online movie ratings 
In the last decade or more, another new trend has emerged in the field of marketing, which 
in turn affects the movie market also. Marketers are increasingly using social media 
platforms to connect and engage consumers. These platforms have a direct influence on 
movie performance through electronic word of mouth (eWoM) generated through online 
reviews, blogs, micro-blogging sites, and online communities. Analysis of the previous 
research articles [2,25,34, 35] highlighted the use of WoM sourced from the social media 
websites like Twitter, and Facebook, and review comments from movie databases like 
IMDB, Rotten Tomatoes for movie revenue prediction. As a continuation of the trend of 
sharing comments and opinions about movies on social media, moviegoers also started 
providing movie ratings on popular review-aggregation websites like IMDB, Rotten 
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Tomatoes, and other similar movie websites across the world. The proliferation of online 
review aggregation platforms effectively connects potential movie audiences and has a 
great effect on the dynamics of the WoM [36,37]. Researchers conducted studies to assess 
the impact of online ratings on movie revenue [6,13]. 
 
2.3. Movie rating prediction 
It is surprising to observe that, movie rating is used to predict movie revenue, but there are 
very few studies, which focus on predicting movie rating. The study by Moon et al. [38] 
analyzed the dynamic effect between movie revenue and movie rating and found that 
movies with higher ratings increased revenue, and vice versa.  The study by Liu et al. [39] 
built a system to predict movie ratings based on the sentiment of review- summarization. 
The source of the data was the movie reviews from Internet blogs without any numerical 
rating information. Ratings of movies were done based on sentiment scores determined by 
semantic orientation. Schmit & Wubben [40] predicted the rating of a movie from tweeter 
content. They used different combinations of n-gram techniques and created features using 
TF-IDF vectors. Multiple ML algorithms were used on the features to predict movie 
ratings. The study by Oghina et al. [41] predicted movie ratings using social media data. 
The study extracted two different sets of features, the combination of surface feature 
(fraction of likes per dislikes sourced from Youtube) and textual feature (text content) 
sourced from Twitter, generated the best rating prediction model. 

The limitation with rating prediction using social media comments lies in the 
short-term nature of prediction. Movie investors have very limited wherewithal to change 
the outcome of the movie, when the rating prediction is known, which is just before or 
after the release of the movie. Our objective is to predict movie ratings during the early 
stage of movie production. The only study [42] which matches our objective developed a 
rating prediction model using data available during the pre-production stage. The study did 
not use any social media comments, instead used 1) budget 2) genre, 3) MPAA rating, 4) 
movie duration, 5) release date, 6) Facebook likes of the director, the top three leading 
actors, and cast, 7) box office performance and rating of the previous movie of the leading 
actors and director participated in the current movie. The study used the movie budget as 
one of the predictors. Sourcing reliable budget information across many movies is 
extremely challenging [2].  Moreover, information related to the movie production budget 
of Indian movies is unreliable [43]. Therefore, our study excludes budget as a predictor. 
The same study calculated the historical power of the lead cast and crew based on box 
office performance and rating of only the previous movie in which the lead cast and crew 
of the current movie participated. Our study has evaluated the power of the lead cast and 
crew based on the performance of multiple movies in which the lead actors, actresses, and 
crew participated over a short-term (2 years before the release of the current movie), 
medium-term (5 years before the release of the current movie), and long-term (10 years 
before the release of the current movie). The same study used the director as the only key 
crew member, whereas our study also considers the producer, writer, and music composer 
in addition to the director as part of the key crew members. 
 
2.4. Impact of lead cast and crew 
Multiple empirical studies suggested two divergent views regarding the impact of lead 
actors on movie success. Some studies [44] found a significantly positive effect of stars on 
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movie performance. Other studies [45] failed to find any significant effects of the star cast 
on movie revenue. Few studies [46] established the negative effect of stars on movie 
revenue. Wallace et al. [47] established that some but not all the stars equally impacted 
movie revenue. Ravid [12] found that the influence of stars was insignificant on return-on-
investments from movies. Our study analyses the impact of lead actors and crew members 
on AOVR. 
 
3. Methodology 
3.1. Data source and data processing 
IMDb dataset is a popular database that has been used in multiple academic studies 
[2,9,41]. The dataset contains movie titles, regions, and languages. It also contains the 
details of the primary cast (actors, actresses) and crew (producer, writer, composer, 
director) members. It provides other details like the year of release, and multiple genres 
(maximum three). The dataset also assimilates the average rating of each movie on a scale 
of one to 10 where one is poor and 10 is the best rating. It provides the volume of ratings 
for each movie.  We downloaded the IMDb dataset (https://datasets.IMDbws.com/) on 
29th August 2020. We applied the following filters to churn out relevant data for our 
analysis. 

• Filter out titleType=="movie" from "title.basics" dataset 
• Filter out region=="IN" from "title.akas" dataset. Region “IN” represents movies 

released in India 
• Merge these above two datasets using the unique alphanumeric title identifier 
• Include movies receiving at least 500 ratings. 
• Remove non-Indian movies (Hollywood movies or foreign movies released in 

India) 
• Consider movies released in India on or after 01st January 2010 
• Exclude movies not having Runtime value 
• Movies belonging to “Animation”, and “Documentary” genres are removed 

because professional actors are not involved [2] 
 

The final dataset contains 1687 movies. Figure-1 shows the distribution by release 
year. 

 
3.2. Data preparation 
The primary objective of our study is to predict the AOVR of a movie much before its 
release. One of the primary predictors is the past performance of the key cast and crew 
members. We break down the key cast and crew members’ past performance as a 
combination of 1) performance in the recent past (last 2 years excluding the release year) 
2) performance in the medium past (last 5 years excluding the release year), and 3) 
performance in the long past (last 10 years excluding the release year). The performance 
score of an individual lead cast or crew i (actor, actress, composer, director, producer, and 
writer) for year j is determined based on average rating and total volume of ratings 
received by all movies released in the previous n years, where that individual member 
participated. The following formulas depict the average rating for cast or crew, i for year, 
j: 
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Figure 1: Number of Movies by Release Year

 

Average Rating for long pasti,j =   ∕no of movies released for cast or 
crew i between year j-10 and j-1 

Average Rating for medium pasti,j =  ∕no of movies released for cast or 
crew i between year j-5 and j-1 

Average Rating Score for recent pasti,j = ∕no of movies released for 
cast or crew i between year j-2 and j-1 
 
where,  
Rp,q,i = Average rating of the pth movie released in year q, where the cast or crew i 
participated 
The average rating for cast or crew i is converted to 0 in case there is no movie released 
during the period considered above. 
 

A movie employs one or multiple actors, actresses, composers, directors, 
producers, and writers, who are listed in the IMDb database. We introduce the following 
predictors to represent the long-term, medium-term, and short-term influence of the lead 
cast and crew in the movies. Detailed descriptions of the predictors are given in Appendix-
A. Summary statistics of the lead cast and crew are given in Table-1 below. 
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Table 1: Summary Statistics of the lead cast and crew 
Predictors Mean Median Std Dev Kurtosis Skewness Minimum Maximum 

actor_NT_Rating 4.42 4.91 2.09 -0.42 -0.73 0.00 8.20 
actress_NT_Rating 3.74 4.53 2.73 -1.44 -0.29 0.00 8.60 
composer_NT_Rating 3.35 4.15 3.00 -1.76 -0.06 0.00 8.50 
director_NT_Rating 2.68 0.00 3.22 -1.59 0.48 0.00 8.90 
producer_NT_Rating 2.64 0.00 2.90 -1.52 0.42 0.00 8.30 
writer_NT_Rating 1.74 0.00 2.50 -0.31 1.09 0.00 8.60 
actor_MT_Rating 4.75 5.42 1.98 0.28 -1.07 0.00 7.88 
actress_MT_Rating 4.17 5.30 2.64 -1.15 -0.61 0.00 8.50 
composer_MT_Rating 3.66 5.20 2.97 -1.70 -0.27 0.00 8.50 
director_MT_Rating 3.92 5.30 3.21 -1.69 -0.25 0.00 8.85 
producer_MT_Rating 3.18 3.31 2.95 -1.69 0.09 0.00 8.30 
writer_MT_Rating 2.27 0.00 2.73 -1.19 0.65 0.00 8.60 
actor_LT_Rating 4.85 5.54 1.92 0.60 -1.18 0.00 7.72 
actress_LT_Rating 4.30 5.43 2.59 -0.99 -0.72 0.00 8.50 
composer_LT_Rating 3.72 5.37 2.97 -1.69 -0.31 0.00 8.50 
director_LT_Rating 4.28 5.63 3.10 -1.48 -0.49 0.00 8.85 
producer_LT_Rating 3.32 3.65 2.94 -1.70 -0.01 0.00 8.30 
writer_LT_Rating 2.45 0.00 2.79 -1.40 0.51 0.00 8.60 
 

Another important aspect of a movie is the genre, which signifies the storyline. 
Our study picks all genres available on IMDb for each movie. A movie can be part of 
multiple genres. IMDb captures a maximum of three genres for each movie. The 
distribution of movies by genre type is given below in Figure-2. We include the top six 
genres for analysis. The rest of the genres are classified into other categories. Seven 
independent variables are introduced in our analysis representing each of the top six 
genres (Drama, Action, Comedy, Thriller, Romance, Crime) and the rest of the genres. 
The "Genre_Oth" variable combines the remaining genres outside the top six genres. A 
movie is coded one if the movie belongs to the specific genre and zero otherwise. 
  

960

625 619
386 352

209
85 75 69 66 54 49 46 34 31 22 12

0
200
400
600
800

1000
1200

Figure 2: Number of Movies by Genre Type

 
We also include movie runtime as one of the predictors. Summary statistics of the 

predictor are given below in Table-2: 
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Table 2: Summary Statistics of Variable “Runtime”: 
Predictors Mean Median Std Dev Kurtosis Skewness Minimum Maximum 

Runtime 136.85 138 20.34 3.78 0.28 76 321 

 
3.3. Data analysis 
We assimilate 1687 movies released in India between 2010 and 2019. The cross-sectional 
dataset is randomly distributed into training datasets containing 75% of movies and test 
datasets containing the remaining 25% of movies. Kim et al [9] also partitioned data 
randomly into training and test datasets. Hyperparameters of each ML model are tuned 
using the training dataset, whereas model performance is evaluated using the test dataset. 
 

We utilize multiple linear regression (MLR) as the baseline model to predict 
AOVR. The regression model determines the value of the dependent variable (Y) based on 
multiple independent variables (Xj) using the following equation.  
            Y = β0 + β1X1 + β2X2 + ………………….. + βnXn + e. 

 The values of β0, β1, β2, ………, βn are determined in such a manner that the sum 
of the squared error (e) is minimized. The significance of the relationship of each 
independent variable independently with the dependent variable is determined using a t-
test and the associated p-value with the null hypothesis as βj = 0. We have used the 
training dataset to determine the βj values. The prediction error (absolute difference 
between the actual value and the predicted value) of the model is determined on the test 
dataset. Our study employs Root Mean Square Error (RMSE) as the prediction error 
matrix, which was also used in multiple other studies [2,9]. MLR also identifies significant 
predictors of AOVR. 

We deploy Ridge and Lasso regression to reduce the error of the MLR method. 
The Ridge regression shrinks the value of the coefficients to reduce the model complexity 
and multi-collinearity [2].  This method adds a penalty to the sum of the squared error 
obtained in MLR as provided in the equation below: 
Cost function for Ridge regression = sum of the squared error + λ * (β0

2 + β1
2 + β2

2 + ….. 
+ βn

2)  
The penalty term (λ) regularizes the coefficients to optimize the cost function. It 

is also to be noticed that as λ → 0, the Ridge regression becomes MLR. Similarly, as λ 
→ ∞, the coefficients (β) → 0. It means that as lambda increase, variance decreases at 
the expense of bias. Therefore, it is important to optimize the value of lambda using the 
training dataset. We perform a 10-fold cross-validation method to optimize the lambda 
value. The optimum lambda value obtained during parameter tuning is 0.0722 for AOVR. 
Lower values suggest that the Ridge regression does not reduce prediction error in 
comparison to the MLR. 

Lasso regression adds a penalty to the cost function as the sum of absolute 
coefficient values to the sum of squared error. Unlike Ridge regression, the Lasso 
regression method performs feature selection by forcing the coefficients of some of the 
predictors to zero [48]. Like in the Ridge regression, we perform a 10-fold cross-validation 
method to optimize the lambda value for the Lasso regression method. The optimum 
lambda value obtained during parameter tuning is 0.0053 for AOVR. Lower values 
suggest that the Lasso regression does not reduce prediction error in comparison to the 
MLR. 



A Machine Learning-Driven Movie Performance Prediction System to Improve 
Decision-Making Capability of Movie Investors 

65 
 

 

Elastic net is a combination of Lasso and Ridge regression, which add both L1 
(Lasso) and L2 (Ridge) regularization as a penalty to the cost function. Like in Ridge and 
Lasso regression, we optimize the lambda value for both L1 and L2 regularization using a 
10-fold cross-validation method. The optimum lambda values for AOVR are 0.4200 and 
0.0155 for L1 and L2 regularization, respectively. 

We introduce Support Vector Regression (SVR) as a supervised method to predict 
AOVR. SVR is a popular supervised ML algorithm, which was applied across multiple 
studies [2,9,49,50]. SVR creates a line or a hyperplane to fit the data within a pre-
determined error margin. called the maximum error, ϵ (epsilon). Cost is another 
hyperparameter, which requires tuning in SVR to minimize over-fitting or under-fitting. 
SVR accepts more observations having errors higher than the epsilon value, as the cost 
increases and vice versa. We perform a grid search and a 10-fold cross-validation method 
to optimize both hyperparameters. Our study selects the combination of these two 
hyperparameters that generates the lowest RMSE value from 110 (11 different values for ϵ 
starting from 0.0 to 1.0 both inclusive with an increase of 0.1 and 10 different values for 
cost, which is represented as 2n, where n varies from 1 to 10, both inclusive with an 
increment of 1) different combinations for AOVR. The optimum combination is epsilon = 
0.5, and cost = 2. We use the Radial kernel function with the Gamma value being kept 
constant at 0.0385 during the grid search. 

Artificial Neural Network (ANN) is one of the most used ML algorithms in 
academics [30]. Input passes through multiple layers of connected neurons. The output of 
one layer becomes the input of the next layer. The weights of each neuron are calculated 
using the training dataset. We deploy both linear and non-linear (tanh, softmax, and 
sigmoid) activation functions. More hidden layers tend to overfit. Therefore, we restrict a 
maximum of three hidden layers each having between two and five neurons. The 
combination that has the lowest RMSE in the test dataset is selected as the final parameter 
for the ANN model. 

In addition to the above ML algorithms, we use Random Forest (RF) as one of the 
ensembling methods. RF builds the trees independently of each other. We tune 
hyperparameters using a grid search method using 10-fold cross-validation. 
 
3.4. Proposed solution framework 
We propose a solution, where investors provide inputs (cast and crew members along with 
genre and runtime) for different scenarios. The pre-trained prediction model (updated 
periodically) computes AOVR for different scenarios, which are presented in a single 
comparison table. The comparison table assists the investors to identify the best scenario 
out of all possible alternatives. The solution also delineates the relative importance of 
different predictors of AOVR to improve model explainability and hence faster adoption 
of our proposed solution. The solution assimilates the actual AOVR of the latest 5 movies 
of the lead cast and crew for improved traceability. The proposed framework is depicted in 
Figure-3. The output of the proposed solution to be used by the movie investors for 
decision-making is provided in Appendix B. 
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4. Findings 
Our study includes multiple ML models to predict AOVR using short-term, medium-term, 
and long-term past performances of the movies of the key actors, actresses, and crew 
members. Table-3 below summarizes the error value (RMSE) of all the ML algorithms on 
the test dataset. 
 

Table 3: Prediction Error Summary (RMSE) on test data by ML Algorithms 
Sl No Algorithms RMSE 
1 MLR (baseline model) 1.3672 
2 Ridge 1.3169 
3 Lasso 1.3166 
4 Elastic Net 1.3149 
5 SVR 1.2514 
6 ANN 1.3268 
7 RF 1.2276 

 
The data clearly shows that RF is the best model for predicting AOVR. We utilize 

the two best models to identify the important parameters affecting AOVR, which is given 
in Figure-4. 
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The best ML model reduces the prediction error (RMSE) by 10.21% in 
comparison to the baseline model. Our study finds the long-term performance of the key 
actors, actresses, and crew as the primary predictors (refer to figure 4) of AOVR. Movie 
runtime and "drama", and "action" genres also fall into the top 10 influencers affecting 
AOVR as identified by one of the best two ML models. The two best models for AOVR 
find Long term performance of the composer as one of the top 10 influencers.  

We provide a list of key influencers those impact movie performance, which 
increases the transparency of our solution and hence expedites the adoption of our 
solution. The prediction model developed by our study assists movie investors to predict 
viewers' ratings at the very early stage of movie production. This will help the investor to 
take more informed decisions by evaluating multiple scenarios based on the selection of 
the right cast and crew. This decision-making is extremely important as the fees of the key 
cast and crew form a significant chunk of investment. 
 
5. Discussions  
Our study improves the prediction accuracy of movie quality as represented by AOVR 
over the baseline model. Higher forecast accuracy improves the decision-making ability of 
the investors [51]. Identification of the influencing predictors gives additional insight to 
the investor to focus on a few key areas depending on the final objective. As an example, 
the selection of the music composer is important for scoring a higher average rating, 
justifying the importance of music and dance in Indian movies [17]. An investor needs to 
appreciate the inherent characteristics of movies from a specific country. The importance 
of music and dance cannot be established in the studies focussing on movies produced in 
Hollywood, and therefore, music composers are not important crew members for movie 
production. Our study for the first time assesses the importance of music composers on 
movie performance.  We recommend investors give higher importance to the long-term 
performance of the key cast and crew than to the medium-term and short-term 
performance for better movie performance. To the best of our knowledge, there is a dearth 
of research in rating prediction for Indian movies. India, being the largest producer of 
movies is likely to see the adoption of our approach to predict movie performance at an 
early stage of movie production. The transparent reasoning of selecting one scenario over 
multiple other scenarios expedites the adoption of our proposed solution. Our solution also 
provides explainability to movie investors by highlighting the relative importance of cast 
and crew for better movie performance. Providing explainability enhances investors' trust 
in the predicted AOVR score. The fast adoption of online collaboration platforms like 
IMDb in India is likely to accelerate the usage of movie ratings as another key indicator of 
movie performance in addition to financial performance indicators like revenue. Our 
analysis supports the investors to explore this new platform (IMDb) more productively to 
reduce the risk of movie investment.  The prediction system developed here can be applied 
across any Indian movie, be it in Hindi or other regional languages. There is an 
opportunity to customize the model specific to the language of the movie, like Hindi, 
Tamil, Bengali, or other regional languages. The customization of the prediction model is 
expected to improve prediction accuracy further. This same prediction approach can also 
be replicated in other mass media entertainment like TV series, web series, radio 
programs, music programs, and so on. 
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APPENDIX 

 
Appendix A: Description of predictors representing lead cast and crew 

Sl No Predictor Name Description 
1 actor_NT_Vote Sum of volume of ratings received by all the movies released 

between year t-2 and t-1 (where t is the release year of the 
current movie), where the lead actors of the current movie 
also played the lead actor role. 

2 actress_NT_Vote Sum of volume of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), where the lead actresses of the current movie 
also played the lead actress role. 

3 composer_NT_V
ote 

Sum of volume of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), where the lead composers of the current 
movie also composed songs. 

4 director_NT_Vot
e 

Sum of volume of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), which were also directed by the lead directors 
of the current movie 

5 producer_NT_Vo Sum of volume of ratings received by all the movies released 
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te between year t-2 and t-1 (where t is the release year of the 
current movie), which were also produced by the lead 
producers of the current movie 

6 writer_NT_Vote Sum of volume of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), which were also written by the lead writers of 
the current movie 

7 actor_MT_Vote Sum of volume of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), where the lead actors of the current movie 
also played the lead actor role. 

8 actress_MT_Vote Sum of volume of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), where the lead actresses of the current movie 
also played the lead actress role. 

9 composer_MT_V
ote 

Sum of volume of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), where the lead composers of the current 
movie also composed songs. 

10 director_MT_Vot
e 

Sum of volume of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), which were also directed by the lead directors 
of the current movie 

11 producer_MT_V
ote 

Sum of volume of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), which were also produced by the lead 
producers of the current movie 

12 writer_MT_Vote Sum of volume of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), which were also written by the lead writers of 
the current movie 

13 actor_LT_Vote Sum of volume of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), where the lead actors of the current movie 
also played the lead actor role. 

14 actress_LT_Vote Sum of volume of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), where the lead actresses of the current movie 
also played the lead actress role. 

15 composer_LT_V
ote 

Sum of volume of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), where the lead composers of the current 
movie also composed songs. 

16 director_LT_Vot
e 

Sum of volume of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), which were also directed by the lead directors 
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of the current movie 
17 producer_LT_Vo

te 
Sum of volume of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), which were also produced by the lead 
producers of the current movie 

18 writer_LT_Vote Sum of volume of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), which were also written by the lead writers of 
the current movie 

19 actor_NT_Rating Average of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), where the lead actors of the current movie 
also played the lead actor role. 

20 actress_NT_Rati
ng 

Average of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), where the lead actresses of the current movie 
also played the lead actress role. 

21 composer_NT_R
ating 

Average of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), where the lead composers of the current 
movie also composed songs. 

22 director_NT_Rati
ng 

Average of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), which were also directed by the lead directors 
of the current movie 

23 producer_NT_Ra
ting 

Average of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), which were also produced by the lead 
producers of the current movie 

24 writer_NT_Ratin
g 

Average of ratings received by all the movies released 
between year t-2 and t-1 (where t is the release year of the 
current movie), which were also written by the lead writers of 
the current movie 

25 actor_MT_Rating Average of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), where the lead actors of the current movie 
also played the lead actor role. 

26 actress_MT_Rati
ng 

Average of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), where the lead actresses of the current movie 
also played the lead actress role. 

27 composer_MT_R
ating 

Average of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), where the lead composers of the current 
movie also composed songs. 
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28 director_MT_Rat
ing 

Average of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), which were also directed by the lead directors 
of the current movie 

29 producer_MT_Ra
ting 

Average of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), which were also produced by the lead 
producers of the current movie 

30 writer_MT_Ratin
g 

Average of ratings received by all the movies released 
between year t-5 and t-1 (where t is the release year of the 
current movie), which were also written by the lead writers of 
the current movie 

31 actor_LT_Rating Average of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), where the lead actors of the current movie 
also played the lead actor role 

32 actress_LT_Ratin
g 

Average of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), where the lead actresses of the current movie 
also played the lead actress role. 

33 composer_LT_R
ating 

Average of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), where the lead composers of the current 
movie also composed songs. 

34 director_LT_Rati
ng 

Average of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), which were also directed by the lead directors 
of the current movie 

35 producer_LT_Rat
ing 

Average of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), which were also produced by the lead 
producers of the current movie 

36 writer_LT_Ratin
g 

Average of ratings received by all the movies released 
between year t-10 and t-1 (where t is the release year of the 
current movie), which were also written by the lead writers of 
the current movie 
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Appendix B: Single view of scenario analysis for the movie investors 
 

 


