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Abstract. Moviegoers refer to online audience movie ratingfole deciding to watch a
movie. They are more inclined to watch a movie withigh average rating. We develop a
system to predict average audience movie ratingsdan the lead cast and crew at an
early stage of movie production. After valuing nplé scenarios, investors can use our
study to select the lead cast and crew objectivilgicious selection of the key cast and
crew is extremely important as investors commikatge sums of money as professional
fees while signing contracts with them. Our studgs a relatively large sample of 1687
Indian movies spread across 10+ languages reléadedia between 2010 and 2019 to
identify the important predictors influencing avgeaaudience movie rating. Identification
of important predictors improves the explainability the prediction model, which
increases the investors’ trust in the predictediaml The best model, random forest,
reduces the baseline prediction error of the awerating by 10.21%.

Keywords: Movie audience rating prediction; Support VectegRession; Artificial Neural
Network; Random Forest; Decision support systemiaim movies

1. Introduction

Movie investment is a risky business [1,2]. Investmake a large financial commitment
in the initial phase during the selection of thadeactors, actresses, and important crew
members like movie directors, music composers, ymes, and writers, whereas the
revenue starts pouring in after the release oftowie. There have been numerous
examples when the lead cast and crew fail to delisired movie success [3,4], even
though these lead stars and crew members do chargdty fee [5]. Therefore, movie
investors prefer to assess the potential performasfcthe movie depending on the
selection of the lead cast and crew. The objeativeur study is to develop a decision
support system for movie investors to predict mgeeformance for multiple scenarios
with different combinations of the lead cast anelxcand movie genre. Another important
aspect of our study is to predict movie performaatehe early stage of the movie
production rather than at the end stage, eitheébjefre or after the release of the movie.
Movie performance prediction after the releasehef inovie is more accurate but is not
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useful for investors as very limited options araikble to the producer after release.
Therefore, investors prefer a decision supportesyshat can predict movie performance
at the early stage, so that they have sufficieme tio take corrective actions.

The study by Dastidar and Elliott [6] and Elliott &. [7] found that the average
online viewer rating (AOVR) is a significant preftic of movie revenue. Hean et al. [8]
established that movie audiences are more inclioegatch a movie, that receives higher
AOVR. Given the strong positive association betwegovie revenue and the AOVR,
investors like to accurately predict AOVR at thelyastage of movie production. In
contrast to using movie revenue as a popular reptaion of movie performance [6,9],
our study uses AOVR to represent movie performahiigher AOVR represents better
movie performance.

The past studies evaluated the quality of the e and crew based on 1) the star
power index published by film magazines [6,10]tt inclusion of stars in a master list
[11], 3) winners of awards [5,12], 4) professiopatic rating [13]. Our study, in contrast,
explores the quality of the lead cast and crew h@f turrent movie based on the
performance of their past movies over the shortifenedium-term, and long-term.

Our study is conducted on Indian movies. The pryimraason for the selection of
Indian movies is due to limited academic reseamcHnalian movies. This is surprising
given the fact that India produces the maximum nemah movies in the world [14,15,16].
The replication of studies done earlier primaritie Hollywood context is not suggested
in the Indian context due to the socio-culturalemsp of Indian moviegoers, which is
accentuated by the term “Indian Touch” [17]. Thewgrs' interaction with the film on-
screen is significantly different from the vieweo$ Hollywood movies in the US.
Respectful silence is not at all integral to theywiadians express their appreciation of
cinema [17]. Baz Luhrmann, director of Moulin Rouggd that watching a Bollywood
film in Rajasthan represented a seminal momentisnuhderstanding of cinema [17].
Srinivas [18] also highlighted the overtly partigipry and interactive style of Indian
audiences, a phenomenon that has eluded study steYiesocieties. Indian movies are
structurally different from Hollywood movies [6,1B] because 1) they contain multiple
songs and dances 2) they have longer screening ainade3) they are melodramatic. Our
study considers the music composer as one of tlye ckew members due to the
importance of music and dance in Indian movies.

A study of multiple reports in leading Indian newapprs [20,21,22], reveals that the
largest contributor to the total cost of moviemakin India is the fees charged by leading
actors and actresses which on average contribud®-80% of the total movie budget.
Hence, Indian movie investors need to predict mpeidormance based on the selection
of key cast and crew much earlier in the movie potidn.

The machine learning (ML) based prediction modeigetbped in our study assists
the investors to predict AOVR more accurately deljpgmon the selection of key cast and
crew and the movie genres. This study helps thestovs to finalize the lead cast and
crew objectively after evaluating multiple alterimas at an early stage. The transparent
reasoning (comparison of AOVR between multiple aties) of selecting one scenario
over multiple other scenarios expedites the adopdifoour proposed solution [23]. Our
solution also provides explainability to movie ist@rs by highlighting the relative
importance of cast and crew for higher AOVR. Prowd explainability enhances
investors' trust [24] in the predicted AOVR value.
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The following section (Related Studies) depicts phevious academic work in the
field of forecasting movie performance (both revermnd rating), the impact of key cast
and crew on movie performance, Influence of satiatlia on the movie. The subsequent
sections delineate the data collection processta@nalysis methodology. The findings
follow the methodology section. We conclude oudgtwith management discussions and
research limitations.

2. Related studies

2.1. Forecasting algorithms

There are three major categories of forecastingriligns used in movie revenue
prediction. These are 1) statistical learning-basediels 2) diffusion-based models, and
3) ML models. The most used statistical learningeah model is Multiple Linear
regression [13,25]. The advantage of the approacisisimplicity and the ability to
guantify the impact of each independent variabldhentarget variable. The accuracy of
this model has been lower due to linearity constsaiDiffusion-based models have
received prominence within time-series-based fattg models. The objective of the
diffusion approach is to analyze the acceptanca pnéw product or/and service by the
customers [26]. In a study, Jedidi et. al. [27]trdisited 102 movies into four different
clusters using the exponential decay model. Thetels were formed using variables like
star power, MPAA rating, genre, competition, awarssasonality, etc. Dellarocas et al.
[28] introduced Bass Diffusion Model to forecaskludfice revenue. Lee et al. [29] used a
generalized Bass model using multiple seasonabfaand herding effects, along with
internal and external influencers to forecast bffic® revenue. In recent years, academic
studies have been using ML algorithms to forecast diffice performance. Most of the
studies have designed it as a classification probléere forecasting is done to determine
whether a movie is likely to earn higher or lowkart a certain revenue value instead of
designing it as a regression model to predict agmi Delen et al. [30] developed
classification-based forecasting models using bignant analysis, decision trees, and
ANN. Zhang et al. [31] also developed a classiftraf(six predefined categories) based
prediction model using ANN as a base model. Lee &mdng [32] developed a
classification-based (three categories) forecastiogel using a Bayesian belief network.
In contrast, Abel et al. [33] built a regressiorséa forecasting model by applying 8 ML
algorithms.

2.2. Relevance of social media and online movieratings

In the last decade or more, another new trend tmasged in the field of marketing, which
in turn affects the movie market also. Marketers mrcreasingly using social media
platforms to connect and engage consumers. Thes®mphs have a direct influence on
movie performance through electronic word of mo{gtWoM) generated through online
reviews, blogs, micro-blogging sites, and onlinenomunities. Analysis of the previous
research articles [2,25,34, 35] highlighted the afs&/oM sourced from the social media
websites like Twitter, and Facebook, and review mamts from movie databases like
IMDB, Rotten Tomatoes for movie revenue predictids.a continuation of the trend of
sharing comments and opinions about movies on Ispw@dia, moviegoers also started
providing movie ratings on popular review-aggregatiwebsites like IMDB, Rotten
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Tomatoes, and other similar movie websites actussvorld. The proliferation of online
review aggregation platforms effectively connectgeptial movie audiences and has a
great effect on the dynamics of the WoM [36,37]s&echers conducted studies to assess
the impact of online ratings on movie revenue [§,13

2.3. Movierating prediction

It is surprising to observe that, movie rating $&dito predict movie revenue, but there are
very few studies, which focus on predicting mowatirg. The study by Moon et al. [38]
analyzed the dynamic effect between movie revemg raovie rating and found that
movies with higher ratings increased revenue, aoel wersa. The study by Liu et al. [39]
built a system to predict movie ratings based enstntiment of review- summarization.
The source of the data was the movie reviews frai@rihet blogs without any numerical
rating information. Ratings of movies were donedoagn sentiment scores determined by
semantic orientation. Schmit & Wubben [40] predictee rating of a movie from tweeter
content. They used different combinations of n-gtaainniques and created features using
TF-IDF vectors. Multiple ML algorithms were used time features to predict movie
ratings. The study by Oghina et al. [41] predictedvie ratings using social media data.
The study extracted two different sets of featuths, combination of surface feature
(fraction of likes per dislikes sourced from Yout)iband textual feature (text content)
sourced from Twitter, generated the best ratindipt®n model.

The limitation with rating prediction using socialedia comments lies in the
short-term nature of prediction. Movie investorsdnaery limited wherewithal to change
the outcome of the movie, when the rating predici® known, which is just before or
after the release of the movie. Our objective ipredict movie ratings during the early
stage of movie production. The only study [42] whinatches our objective developed a
rating prediction model using data available dutimg pre-production stage. The study did
not use any social media comments, instead usbddfet 2) genre, 3) MPAA rating, 4)
movie duration, 5) release date, 6) Facebook l#ethe director, the top three leading
actors, and cast, 7) box office performance aridgaf the previous movie of the leading
actors and director participated in the current imoVhe study used the movie budget as
one of the predictors. Sourcing reliable budgebrimiation across many movies is
extremely challenging [2]. Moreover, informaticglated to the movie production budget
of Indian movies is unreliable [43]. Therefore, @imdy excludes budget as a predictor.
The same study calculated the historical powetheflead cast and crew based on box
office performance and rating of only the previousvie in which the lead cast and crew
of the current movie participated. Our study haal@eated the power of the lead cast and
crew based on the performance of multiple moviestith the lead actors, actresses, and
crew participated over a short-term (2 years betbeerelease of the current movie),
medium-term (5 years before the release of theentimovie), and long-term (10 years
before the release of the current movie). The sstody used the director as the only key
crew member, whereas our study also considersrtftuper, writer, and music composer
in addition to the director as part of the key creembers.

2.4. Impact of lead cast and crew

Multiple empirical studies suggested two divergeieivs regarding the impact of lead
actors on movie success. Some studies [44] fowsigndicantly positive effect of stars on
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movie performance. Other studies [45] failed tafany significant effects of the star cast
on movie revenue. Few studies [46] establishednéngative effect of stars on movie

revenue. Wallace et al. [47] established that sbatenot all the stars equally impacted
movie revenue. Ravid [12] found that the influenfstars was insignificant on return-on-

investments from movies. Our study analyses theainpf lead actors and crew members
on AOVR.

3. Methodology
3.1. Data sour ce and data processing
IMDb dataset is a popular database that has beed ms multiple academic studies
[2,9,41]. The dataset contains movie titles, regicend languages. It also contains the
details of the primary cast (actors, actresses) @ (producer, writer, composer,
director) members. It provides other details like year of release, and multiple genres
(maximum three). The dataset also assimilateswbeage rating of each movie on a scale
of one to 10 where one is poor and 10 is the laisty. It provides the volume of ratings
for each movie. We downloaded the IMDb datasefpghtdatasets.IMDbws.com/) on
29th August 2020. We applied the following filters churn out relevant data for our
analysis.
» Filter out titleType=="movie" from "title.basics'athset
» Filter out region=="IN" from "title.akas" datasd®egion “IN” represents movies
released in India
* Merge these above two datasets using the unigheralmneric title identifier
* Include movies receiving at least 500 ratings.
* Remove non-Indian movies (Hollywood movies or fgreimovies released in
India)
» Consider movies released in India on or after 0dstiary 2010
» Exclude movies not having Runtime value
* Movies belonging to “Animation”, and “Documentarygenres are removed
because professional actors are not involved [2]

The final dataset contains 1687 movies. Figure-dwshthe distribution by release
year.

3.2. Data preparation

The primary objective of our study is to predice tAOVR of a movie much before its
release. One of the primary predictors is the pasftormance of the key cast and crew
members. We break down the key cast and crew mempest performance as a
combination of 1) performance in the recent past(R years excluding the release year)
2) performance in the medium past (last 5 yeardudiay the release year), and 3)
performance in the long past (last 10 years exolydhie release year). The performance
score of an individual lead cast or crew i (actmtress, composer, director, producer, and
writer) for year j is determined based on averagiing and total volume of ratings
received by all movies released in the previousargy, where that individual member
participated. The following formulas depict the age rating for cast or crew, i for year,

J:
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Figure 1. Number of Movies by Release Year
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where,

Roqi = Average rating of the pth movie released in ygawhere the cast or crew i
participated

The average rating for cast or crew i is convette@ in case there is no movie released
during the period considered above.

A movie employs one or multiple actors, actressemmposers, directors,
producers, and writers, who are listed in the IMitbabase. We introduce the following
predictors to represent the long-term, medium-teand short-term influence of the lead
cast and crew in the movies. Detailed descriptadtibe predictors are given in Appendix-
A. Summary statistics of the lead cast and crewgiaen in Table-1 below.
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Table 1. Summary Statistics of the lead cast and crew

Predictors Mean | Median | Std Dev | Kurtosis | Skewnesg§Minimum |Maximum
actor NT_Rating 4.42 | 4.91 2.09 -0.42 -0.73 0.00 8.20
actress NT_Rating | 3.74 | 4.53 2.73 -1.44 -0.29 0.00 8.60
composer_NT_Rating 3.35 | 4.15 3.00 -1.76 -0.06 0.00 8.50
director_NT_Rating | 2.68 | 0.00 3.22 -1.59 0.48 0.00 8.90
producer NT_Rating| 2.64 | 0.00 2.90 -1.52 0.42 0.00 8.30
writer_NT_Rating 1.74 | 0.00 2.50 -0.31 1.09 0.00 8.60
actor MT_Rating 4.75 | 5.42 1.98 0.28 -1.07 0.00 7.88
actress MT_Rating | 4.17 | 5.30 2.64 -1.15 -0.61 0.00 8.50
composer_MT_Rating 3.66 | 5.20 2.97 -1.70 -0.27 0.00 8.50
director_ MT_Rating | 3.92 | 5.30 3.21 -1.69 -0.25 0.00 8.85
producer MT_Rating| 3.18 | 3.31 2.95 -1.69 0.09 0.00 8.30
writer_MT_Rating 2.27 | 0.00 2.73 -1.19 0.65 0.00 8.60
actor LT Rating 4.85 | 5.54 1.92 0.60 -1.18 0.00 7.72
actress LT Rating | 4.30 | 5.43 2.59 -0.99 -0.72 0.00 8.50
composer_LT_Rating| 3.72 | 5.37 2.97 -1.69 -0.31 0.00 8.50
director LT Rating | 4.28 | 5.63 3.10 -1.48 -0.49 0.00 8.85
producer LT Rating | 3.32 | 3.65 2.94 -1.70 -0.01 0.00 8.30
writer_LT_Rating 2.45 | 0.00 2.79 -1.40 0.51 0.00 8.60

Another important aspect of a movie is the genreickv signifies the storyline.

Our study picks all genres available on IMDb fockeanovie. A movie can be part of
multiple genres. IMDb captures a maximum of thresnrgs for each movie. The
distribution of movies by genre type is given belmwFigure-2. We include the top six
genres for analysis. The rest of the genres arssifiled into other categories. Seven
independent variables are introduced in our arglyspresenting each of the top six
genres (Drama, Action, Comedy, Thriller, Romancemé) and the rest of the genres.
The "Genre_Oth" variable combines the remainingegmutside the top six genres. A
movie is coded one if the movie belongs to theifipegenre and zero otherwise.

Figure 2: Number of Movies by Genre Type
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We also include movie runtime as one of the predictSummary statistics of the
predictor are given below in Table-2:
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Table 2. Summary Statistics of Variable “Runtime”:

Predictors Mean | Median| Std Dev | Kurtosis | Skewnes{Minimum|Maximum

Runtime 136.85| 138 20.34 3.78 0.28 76 321

3.3. Data analysis

We assimilate 1687 movies released in India betv2®d® and 2019. The cross-sectional
dataset is randomly distributed into training deatsscontaining 75% of movies and test
datasets containing the remaining 25% of moviesn kit al [9] also partitioned data

randomly into training and test datasets. Hyperpatars of each ML model are tuned
using the training dataset, whereas model perfocm@nevaluated using the test dataset.

We utilize multiple linear regression (MLR) as tbhaseline model to predict
AOVR. The regression model determines the valub@flependent variable (Y) based on
multiple independent variables (X]) using the fallnog equation.

Y:B0+B1X1+B2X2+ ....................... +ann+ e.

The values oBo, B1, B2, -ov..... , Bn are determined in such a manner that the sum
of the squared error (e) is minimized. The sigaifice of the relationship of each
independent variable independently with the depeindariable is determined using a t-
test and the associated p-value with the null Hysis asB; = 0. We have used the
training dataset to determine tifig values. The prediction error (absolute difference
between the actual value and the predicted vali#)eomodel is determined on the test
dataset. Our study employs Root Mean Square ERMSE) as the prediction error
matrix, which was also used in multiple other stsd2,9]. MLR also identifies significant
predictors of AOVR.

We deploy Ridge and Lasso regression to reducerttoe of the MLR method.
The Ridge regression shrinks the value of the @effts to reduce the model complexity
and multi-collinearity [2]. This method adds a gy to the sum of the squared error
obtained in MLR as provided in the equation below:

Cost function for Ridge regression = sum of theasgd error 4. * (B> + 1 + B> + .....
+ Bn?)

The penalty term § ) regularizes the coefficients to optimize the dasiction. It
is also to be noticed that as — 0, the Ridge regression becomes MLR. Similarly)as
— oo, the coefficients ) — 0. It means that as lambda increase, varianceedses at
the expense of bias. Therefore, it is importanbpgtimize the value of lambda using the
training dataset. We perform a 10-fold cross-vdigamethod to optimize the lambda
value. The optimum lambda value obtained duringupater tuning is 0.0722 for AOVR.
Lower values suggest that the Ridge regression do¢sreduce prediction error in
comparison to the MLR.

Lasso regression adds a penalty to the cost funa® the sum of absolute
coefficient values to the sum of squared error.ikéniRidge regression, the Lasso
regression method performs feature selection bgirfgrthe coefficients of some of the
predictors to zero [48]. Like in the Ridge regreasiwe perform a 10-fold cross-validation
method to optimize the lambda value for the Lassgrassion method. The optimum
lambda value obtained during parameter tuning 8038 for AOVR. Lower values
suggest that the Lasso regression does not redediton error in comparison to the
MLR.
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Elastic net is a combination of Lasso and Ridgeessgion, which add both L1
(Lasso) and L2 (Ridge) regularization as a pertaltthe cost function. Like in Ridge and
Lasso regression, we optimize the lambda valuédtn L1 and L2 regularization using a
10-fold cross-validation method. The optimum lambdéues for AOVR are 0.4200 and
0.0155 for L1 and L2 regularization, respectively.

We introduce Support Vector Regression (SVR) agpervised method to predict
AOVR. SVR is a popular supervised ML algorithm, alhiwas applied across multiple
studies [2,9,49,50]. SVR creates a line or a hypemto fit the data within a pre-
determined error margin. called the maximum error{epsilon). Cost is another
hyperparameter, which requires tuning in SVR toimire over-fitting or under-fitting.
SVR accepts more observations having errors higtaar the epsilon value, as the cost
increases and vice versa. We perform a grid sesardha 10-fold cross-validation method
to optimize both hyperparameters. Our study seldotes combination of these two
hyperparameters that generates the lowest RMSE $iadm 110 (11 different values for
starting from 0.0 to 1.0 both inclusive with anriease of 0.1 and 10 different values for
cost, which is represented as 2n, where n varis ft to 10, both inclusive with an
increment of 1) different combinations for AOVR.& bptimum combination is epsilon =
0.5, and cost = 2. We use the Radial kernel funciiith the Gamma value being kept
constant at 0.0385 during the grid search.

Artificial Neural Network (ANN) is one of the mostsed ML algorithms in
academics [30]. Input passes through multiple kypérconnected neurons. The output of
one layer becomes the input of the next layer. WWhights of each neuron are calculated
using the training dataset. We deploy both linead aon-linear (tanh, softmax, and
sigmoid) activation functions. More hidden layegad to overfit. Therefore, we restrict a
maximum of three hidden layers each having betwwem and five neurons. The
combination that has the lowest RMSE in the tetsd is selected as the final parameter
for the ANN model.

In addition to the above ML algorithms, we use Rand-orest (RF) as one of the
ensembling methods. RF builds the trees indepelydeoft each other. We tune
hyperparameters using a grid search method usifgld @ross-validation.

3.4. Proposed solution framewor k

We propose a solution, where investors providetgpeast and crew members along with
genre and runtime) for different scenarios. Thetmmed prediction model (updated
periodically) computes AOVR for different scenariashich are presented in a single
comparison table. The comparison table assistintlestors to identify the best scenario
out of all possible alternatives. The solution atkdineates the relative importance of
different predictors of AOVR to improve model expiability and hence faster adoption
of our proposed solution. The solution assimiladitesactual AOVR of the latest 5 movies
of the lead cast and crew for improved traceabilitye proposed framework is depicted in
Figure-3. The output of the proposed solution toused by the movie investors for
decision-making is provided in Appendix B.
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4. Findings

Our study includes multiple ML models to predict ¥R using short-term, medium-term,
and long-term past performances of the movies efkély actors, actresses, and crew
members. Table-3 below summarizes the error v&Rbd&SE) of all the ML algorithms on
the test dataset.

Table 3: Prediction Error Summary (RMSE) on test data by Mgjorithms

SINo | Algorithms RM SE
1 MLR (baseline mode 1.367:
2 Ridge 1.316¢
3 Lass( 1.316¢
4 Elastic Ne 1.314¢
5 SVR 1.251¢
6 ANN 1.326¢
7 RF 1.227¢

The data clearly shows that RF is the best modedriedicting AOVR. We utilize
the two best models to identify the important paeters affecting AOVR, which is given
in Figure-4.

T
/ Figure-4: Top 10 Variables [nfluencing AOVR \\
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The best ML model reduces the prediction error (EY$y 10.21% in
comparison to the baseline model. Our study fitgslong-term performance of the key
actors, actresses, and crew as the primary presli@tefer to figure 4) of AOVR. Movie
runtime and "drama”, and "action" genres alsoifath the top 10 influencers affecting
AOVR as identified by one of the best two ML moddlte two best models for AOVR
find Long term performance of the composer as drtbeotop 10 influencers.

We provide a list of key influencers those impaatvie performance, which
increases the transparency of our solution and éhenpedites the adoption of our
solution. The prediction model developed by oudgtassists movie investors to predict
viewers' ratings at the very early stage of movidpction. This will help the investor to
take more informed decisions by evaluating multgpdenarios based on the selection of
the right cast and crew. This decision-making isearely important as the fees of the key
cast and crew form a significant chunk of investimen

5. Discussions

Our study improves the prediction accuracy of mayimlity as represented by AOVR
over the baseline model. Higher forecast accunagydves the decision-making ability of
the investors [51]. Identification of the influengi predictors gives additional insight to
the investor to focus on a few key areas depenalinthe final objective. As an example,
the selection of the music composer is importantsiworing a higher average rating,
justifying the importance of music and dance inidandmovies [17]. An investor needs to
appreciate the inherent characteristics of mowvies fa specific country. The importance
of music and dance cannot be established in thtBestdiocussing on movies produced in
Hollywood, and therefore, music composers are mgortant crew members for movie
production. Our study for the first time asses$esimportance of music composers on
movie performance. We recommend investors givadrigmportance to the long-term
performance of the key cast and crew than to thaliumeterm and short-term
performance for better movie performance. To thet bEour knowledge, there is a dearth
of research in rating prediction for Indian moviésdia, being the largest producer of
movies is likely to see the adoption of our apphotx predict movie performance at an
early stage of movie production. The transparemsaring of selecting one scenario over
multiple other scenarios expedites the adoptioouofproposed solution. Our solution also
provides explainability to movie investors by highting the relative importance of cast
and crew for better movie performance. Providingla@xability enhances investors' trust
in the predicted AOVR score. The fast adoption oline collaboration platforms like
IMDb in India is likely to accelerate the usagamivie ratings as another key indicator of
movie performance in addition to financial perfomoa indicators like revenue. Our
analysis supports the investors to explore this ptform (IMDb) more productively to
reduce the risk of movie investment. The predic8gstem developed here can be applied
across any Indian movie, be it in Hindi or othegiomal languages. There is an
opportunity to customize the model specific to theguage of the movie, like Hindi,
Tamil, Bengali, or other regional languages. Thet@mization of the prediction model is
expected to improve prediction accuracy furtheis®ame prediction approach can also
be replicated in other mass media entertainmerg 1K/ series, web series, radio
programs, music programs, and so on.
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APPENDIX

Appendix A: Description of predictors representing lead cadt@ew

SINo Predictor Name Description

1

actor_NT_Vot Sum of volume cratings received by all the movies relea
between year t-2 and t-1 (where t is the releaae gkthe
current movie), where the lead actors of the ctimeavie
also played the lead actor role.

actress_NT_Vo  Sum of volume of ratings received bl the movies release
between year t-2 and t-1 (where t is the releaae gkthe
current movie), where the lead actresses of thegumovie
also played the lead actress role.

composer_NT_'  Sum of volume of ratings received by all the movigeasec

ote between year t-2 and t-1 (where t is the releaae gkthe
current movie), where the lead composers of theeatir
movie also composed songs.

director_ NT_Vo Sum of volume of ratings received by all the movidesase(

e between year t-2 and t-1 (where t is the releaae gkthe
current movie), which were also directed by thel ldectors
of the current movie

producer_NT_V  Sum of volume of ratings received by all the movidsase
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10

11

12

13

14

15

16

te

writer NT_Vote

actor_MT_Vott

actress_ MT_Vol

composer_MT !
ote

director MT_Vo
e

producer_MT _\
ote

writer_ MT_Vote

actor_LT_Vot

actress LT Vol

composer_LT "

ote

director LT Vo
e
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between year-2 and -1 (where t is the release yeaithe
current movie), which were also produced by thd lea
producers of the current movie

Sum of volume of ratings received by all the movigsase(
between year t-2 and t-1 (where t is the releaae gkthe
current movie), which were also written by the lgaders of
the current movie

Sum of volume of ratings received by all the movidesase(
between year t-5 and t-1 (where t is the releaae gkthe
current movie), where the lead actors of the ctimeavie
also played the lead actor role.

Sum of volume of ratings received by all the movidesase(
between year t-5 and t-1 (where t is the releaae gkthe
current movie), where the lead actresses of thegumovie
also played the lead actress role.

Sum of volume of ratings received by all the movidsase(
between year t-5 and t-1 (where t is the releaae gkthe
current movie), where the lead composers of theeatir
movie also composed songs.

Sum of volume of ratings received by all the movigsase(
between year t-5 and t-1 (where t is the releaae gkthe
current movie), which were also directed by thel ldmectors
of the current movie

Sum of volume of ratings reived by all the movies releas
between year t-5 and t-1 (where t is the releaae gkthe
current movie), which were also produced by thd lea
producers of the current movie

Sum of volume of ratings received by all the movideasd
between year t-5 and t-1 (where t is the releaae gkthe
current movie), which were also written by the lgaders of
the current movie

Sum of volume of ratings received by all the movigsase(
between year t-10 and t-1 (where t is the release gf the
current movie), where the lead actors of the ctimeavie
also played the lead actor role.

Sum of volume of ratings received by all the movidesase(
between year t-10 and t-1 (where t is the release gf the
current movie), where the lead actresses of thegumovie
also played the lead actress role.

Sum of volume of ratings received by all the movigsase(
between year t-10 and t-1 (where t is the release gf the
current movie), where the lead composers of theentir
movie also composed songs.

Sum of volume of ratings received by all the movigsase(
between year t-10 and t-1 (where t is the release gf the
current movie), which were also directed by thel ldectors
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17

18

19

20

21

22

23

24

25

26

27
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producer_LT_Vi
te

writer LT Vote

actor_NT Rating

actress NT_Re
ng

composer_NT _
ating

director NT_Ra
ng

producer_NT_R
ting

writer NT_Ratit
g

actor_MT_Ratin

actress_MT_Re
ng

composer_MT_|
ating

of the current movi

Sum of volume of ratings received by all the movigsase(
between year t-10 and t-1 (where t is the release gf the
current movie), which were also produced by thd lea
producers of the current movie

Sum of volume of ratings received by all the movigsase(
between year t-10 and t-1 (where t is the release gf the
current movie), which were also written by the lgaders of
the current movie

Average of ratings received by all the movies redel
between year t-2 and t-1 (where t is the releaae gkthe
current movie), where the lead actors of the ctimeavie
also played the lead actor role.

Average of ratingreceived by all the movies releas
between year t-2 and t-1 (where t is the releaae gkthe
current movie), where the lead actresses of thegumovie
also played the lead actress role.

Average of ratings received by all tmovies release
between year t-2 and t-1 (where t is the releaae gkthe
current movie), where the lead composers of theentir
movie also composed songs.

Average of ratings received by all the movies redel
between year t-2 and t-1 (where t is the releaae gkthe
current movie), which were also directed by thel ldectors
of the current movie

Average of ratings received by all the movies redel
between year t-2 and t-1 (where t is the releaae gkthe
current movie), which were also produced by thd lea
producers of the current movie

Average of ratings received by all the movies redel
between year t-2 and t-1 (where t is the releaae gkthe
current movie), which were also written by the lgaders of
the current movie

Average of ratings received by all the movies redel
between year t-5 and t-1 (where t is the releaae gkthe
current movie), where the lead actors of the ctimesvie
also played the lead actor role.

Average of ratings received by all the movies redel
between year t-5 and t-1 (where t is the releaae gkthe
current movie), where the lead actresses of thegumovie
also played the lead actress role.

Average of ratings received by all the movies redel
between year t-5 and t-1 (where t is the releaae gkthe
current movie), where the lead composers of theentir
movie also composed songs.
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28

28

30

31

32

33

34

35

36

director MT_Re
ing

producer_ MT_R
ting

writer_ MT_Ratir
g

actor_LT_Ratin

actress_LT_Rat
g

composer_ LT _|
ating

director LT _Ra
ng

producer LT Rs
ing

writer LT Ratir
g

Chiranjib Paul and P. K. Das

Average of ratings received by all the movies relei
between year t-5 and t-1 (where t is the releaae gkthe
current movie), which were also directed by thel ldmectors
of the current movie

Average of ratings received by ale movies release
between year t-5 and t-1 (where t is the releaae gkthe
current movie), which were also produced by thd lea
producers of the current movie

Average of ratings received by all the movies redel
between year t-5 and t-1 (where t is the releaae gkthe
current movie), which were also written by the lgaders of
the current movie

Average of ratings received by all the movies redel
between year t-10 and t-1 (where t is the release gf the
current movie), where the lead actors of the ctimevie
also played the lead actor role

Average of ratings received by all the movies redel
between year t-10 and t-1 (where t is the release gf the
current movie), where the lead actresses of thetumovie
also played the lead actress role.

Average of ratings received by all the movies redel
between year t-10 and t-1 (where t is the release gf the
current movie), where the lead composers of theentir
movie also composed songs.

Average of ratings received by all the movies redel
between year t-10 and t-1 (where t is the release ¢f the
current movie), which were also directed by thel ldiectors
of the current movie

Average of ratings received by all the movies redel
between year t-10 and t-1 (where t is the release gf the
current movie), which were also produced by thd lea
producers of the current movie

Average of ratings received by all the movies redel
between year t-10 and t-1 (where t is the release gf the
current movie), which were also written by the lgaders of
the current movie
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Appendix B: Single view of scenario analysis for the movie stoes

Predicted AOVR and VOVR Across Multiple Scenarios

tion i Lo st st Lo rtos o7 [rios [ smios s

1

1

1

1

: AOVR

| VOwR

1

1 " . .

; Actual Performance of Last 5 Movies Rating and Vote Score for Cast and Crew for Scenario-n

1

[N Scenario-n | Predicted Predicted Short-term | Medium- Long-term | Short-term | Medium- Long-term
: i, AOVR VOVR Rating term Rating | Rating Vote term Vote | Vote
I Actor-1 Actor-1

1

: Actor-2 Actor-2

: Actress-1 Actress-1

1

| Actress-2 Actress-2

1

1 Producer-1 Producer-1

1

1 Director-1 Director-1

1

: Composer-1 Composer-1

: Composer-2 Composer-2

: Writer-1 Writer-1

e E e EE e EE e EEEE E e e ErEr e e r e e, , e, ;e e e, — e ——— - - ——————— = — - -
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