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Abstract. This paper describes a GNSS simulator signal ggoeranethod based on
GPU acceleration. Mathematical simulations of thteltite constellation and receiver
carriers enable simulation control software (SGSperiodically send the parameters of
the visible satellites to users. Furthermore, 68 $alculates simulated digital IF signals
by calling multiple parallel threads on the GPU. ifaprove the parallel computing
speed, the data structure is designed to facilifaitek access to the pseudocode data. We
propose an optimal CUDA implementation for caldnigthe sampling data according to
the characteristics of the GNSS signals. Simulatidemonstrate the effectiveness of the
proposed method.
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1. Introduction
The global navigation satellite system (GNSS) satarlis a high precision signal source
for satellite navigation [1-5]. It is an importanstrument for testing and evaluating the
performance of satellite navigation receivers,vaithgy laboratory simulations of satellite
navigation signals in various hypothetical compdeerating environments [6-10].
Traditional GNSS simulators consist of simulatioontrol software (SCS) and
signal generation hardware (SGH) [11-15]. The S€8& she state and controls the
generation process of the simulated GNSS signatd,ding the setting of parameters
such as the carrier motion trajectory and simutaéinvironment. The SGH generates the
simulated GNSS signals according to the paramegtrisy the SCS. In the SGH, a digital
signal processing (DSP) chip calculates the nadigainessage, state parameters, and
control parameters. Following signal encoding ammectl sequence spread spectrum
modulation, which are realized by a field-prograrbfeagate array (FPGA), a digital
intermediate frequency (IF) signal is generatetialy, the simulated GNSS signal is
obtained by a digital-to-analog converter (DAC) amgtconversion of the digital IF
signal [16-20].
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The channel number of traditional GNSS simulatasliinited by the FPGA
capacity. However, for some complex scenarios, iohahnel satellite navigation signals
must be simulated. In other cases, multiple sigfrals one satellite, such as the direct
incident, reflection, and multipath signals, as Ivwad a deceiving signal, need to be
simulated. For these particular requirements, tiiadil GNSS simulators require urgent
improvements.

To solve the above problems, a GNSS simulator tctuire based on software
radio (SDR) has been adopted by many researchbes.SDR GNSS simulator uses
simulation software to replace the DSP and FPGAenerating digital IF signals; the
number of signal channels depends on the compuivger of the processors, which
removes the limitations of FPGA capacity on thencteh number. However, for large
numbers of signal channels, ordinary CPUs strugglgenerate the simulated GNSS
signals. Thus, GPU-accelerated computing is beiggduto satisfy the computing
requirements of multichannel GNSS signal generaf@h24]. To the best of our
knowledge, no clear structure or key design comatams of the GPU algorithm for
computing GNSS digital IF signals have yet beerligléd.

In this paper, we propose an architecture for alR SENSS simulator. In this
architecture, the SCS simulates the GNSS digitalighal using high-performance GPU
computing resources, and then transmits the signéhe front-end module through a
high-speed interface in real time for digital-toalog conversion and up-conversion. The
resulting GNSS RF signal is then exported. As tiheukation of multichannel GNSS
signals is performed in the software, it has gocalability for various simulation tasks,
and hardware-in-the-loop simulation systems cacdmstructed using a software-defined
interface with inertial navigation system and fliglontrol system simulators.

2. SDR GNSS simulator architecture

2.1. Simulator architecture

The SDR GNSS simulator consists of a simulationpaer and a front-end module, as
shown in Fig. 1 [25-26]. The digital IF signal isnsilated by the GPU computing
resources of the SCS, which operates on the simnlaomputer [27-28]. The SCS
calculates the parameters (e.g., the carrier pseamtlge, code pseudo range, and signal
power) of the visible satellites for the users éalrtime, and periodically calculates the
simulated satellite navigation digital IF signakresponding to a simulation cycle. This
signal is then transferred to the front-end modhieugh a high-speed data transmission
interface in real time. The front-end module getesrathe simulated GNSS signal
through the DAC and digital up-conversion of thgitdil IF signal.

Simulation Computer
SDR GNSS

Simulation control
software

Hardware real-time
operating system
Front-end module

High speed data O
CPU GPU DACsp| P Ly

. converter
transfer interface

Figure1l: SDR GNSS Simulator Architecture
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2.2. GNSS signal simulation

Generally, traditional GNSS simulators perform @ibiF signal simulation with a fixed
simulation stepr . If the sampling rate i$;, then the number of GNSS signal sampling
points generated in each simulation stefNis T . For the signals to be generated in

real time, the digital IF signal simulation of tB®R GNSS simulator must generaie
sample data within time period

The pseudo-code and carrier phase within a sinonlatiep can be obtained by first-
order linear interpolation. The algorithm for gemterg sampling data is as follows:

1) Suppose. is the number of signal channels to be generateeh, L should not be
greater than the maximum channel number that camidated:;

2) Suppose the pseudo code phase and carrier miiagee kth sampling point
generated by thgh channel aresp;[K] andca;[K] respectively. Then, the sampling
point data sequences of the two phases are given by

cp; [K] =cpl; +k* cpS;
ca,;[K] =cal; +k* caS;

1)

wherecpl; andcal; denote the initial pseudo code and the initiariearphase,

respectively.cpS; andcaS; denote the growth rate of the pseudo code phade an
carrier phase, respectively.

The phases and growth rates of the pseudo codeaaridr have been normalized.
The units of the carrier phase are radians; thes wfithe pseudo-code phase are
chips, and the integer part 6&P[kl can be used as an index for selecting the
pseudo code data for modulation.

In engineering calculations, (1) can be changedth® following recursive

expression:
cp;[0] =cpl,
cp,[i+1] =cp|[i] +cpS, B .
ca,[0] = cal, =012 N-2 2)

ca,[i+1] =ca|fi] +caS,
3) The signal from a single channel can be caledlaccording to the above sampling
point data sequence of the code phase and cahésepand then modulated with

the amplitude parameter of the response signal pawe the pseudo code
sequence.

For GNSS signals modulated by binary phase-shiffinke (BPSK), let the
amplitude of thgth channel beA and the pseudo code sequencePbeglll. Then,
the generated signal can be expressed as:
S} [K] = A;* PN[ floor( cp[ R)]*cos( ca| B) 3
S?[k] = A* PN[ floor( cp[ B)]*sin( cd K 3)
where floor () denotes rounding down. The expressions for otlmtubated signals
can be obtained similarly, and are not describddigpaper.

4) Summing thé andQ branches of the channels gives:
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where S'[k] and S°[K] denote thd andQ branch signals, respectivel$.[k] and

S°[k] are sent to the front-end module for up-conversimuulation through the

high-speed data transfer interface, and the sietl&NSS digital IF signals are
generated.

(4)

3. GPU accelerated signal simulation

3.1. Signal generation in a simulation step

In a simulation step of length, the SCS calculates the simulated GNSS digitaidRal
in real time by calling GPU computing resources.riake full use of the GPU single-
instruction, multi-thread parallel computing capgciwe divide a simulation step into
several continuous intervals, and call the GPU xecete multiple parallel threads.
Finally, we generate the simulated satellite naidgadigital IF signal in a simulation
step by calculating the simulation data in eacérirl [29].

An Nvidia GPU is selected to realize high-efficignsimulations of the GNSS
digital IF signals. The development platform is @gramming under the Compute
Unified Device Architecture (CUDA) [30]. In this einonment, the thread allocation unit
of the GPU divides computing tasks into multipleettds that are executed concurrently.
Each thread is assigned to a streaming multiprocgSsV) for execution. Each SM can
run multiple threads, and all threads running oa #ame SM share multiple scalar
processors (SPs), a small number of special fumatiuts and double precision units
(DPU), as well as on-chip shared memory and regi#és. The hardware resources are
shared by multiple threads running on the same SM.

To improve the efficiency of GPU resource utilipaiti we optimized our CUDA
program by dividing the computing tasks and ushegdrchitecture features of the GPU.
The generation process of the simulated digitai¢fpal in each simulation step is shown
in Fig. 2.

CPU GPU
Simulation Computer
CUDA environment I Thread allocation unit
Simulatio ..:.i./.c Memory
nterva) _ =
Front-end [ Sampling data 41 w2
module buffer (M_sig) - i
e S B
Dynamic and || Parameter buffer | | ||| Scalarprocessing H Spe )
message parameters (M dp) el pro = © g
= Shared memory and registers =
Pseudo Pseudo code data —>| Texture memory controller |
code data buffer (M_pn) - -

Figure 2: GPU accelerated signal simulation

To overcome the bottleneck of memory access inGR& acceleration of digital IF
signal simulation, three pieces of memory are alied in the simulation computer: the
pseudo code data bufféM_pn), the parameter buffer (M_dp), and the sangpliata
buffer (M_sig).

The processing steps of the simulation are asvistio
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1) The SCS reads the pseudo code data of eachitsdteim the pre-stored pseudo
code data file, writes it in the pseudo code daffeb, and maps this cache (M_pn)
to the GPU's texture memory space;

2) The SCS calculates the dynamic parameters amdage parameters, which are
used to generate the simulated satellite navigatigital IF signal within a
simulation step, and writes them into the parantatéfer;

3) A simulation step is divided into multiple camiity intervals, and then the SCS
calls the GPU to perform multiple parallel threagsds the required data from the
parameter buffer and pseudo code buffer, calculditessimulation data in each
interval, and writes the results to the sample dztehe. This completes the
generation of a digital IF signal in a simulatideps

3.2. Pseudo-range data structure

In the process of digital IF signal simulation, theeudo code data in the buffer are
frequently accessed. To improve the memory accffssency, the GPU’'s texture
memory controller is used to access the pseudo-datke cache area. To promote the
efficient reading of pseudo-code data, the datecire is designed as follow:

1) For compatibility with existing GNSS signalsgtipseudo-code is stored after an
interpolation process according to the code fatel10.23MiHz, whereby a 1-ms
signal corresponds to a code block of length 10,Z80 low code rate signals, a
code block with a length of 10,230 is constructgditzopying chip. For example, a
code block may consist of five continuous chipshvitie same value for a signal
with a code rate of 2.046 MHz.

2) To achieve compact storage of pseudo-code @4@acontiguous memory unites of
16-bit unsigned integer type (U16) are assignedefach code block. In a code
block, the lowest (0th) and highest significans {itSB/MSB) of the U16 store the
Oth and 15th chips, respectively; the next lowest highest bits of the U16 store
the 16th and 31st chips, respectively; and so atil the 639th LSB of the U16
stores the 10,224th chip. The 5th lowest and highies of the U16 store the last 1-
bit pseudo code.

3) If the pseudo code period of the satellite nattm signal is 1ms, then the last 10
bits of the 639th U16 data will be repeatedly siarethe first 10 bits of this code
block; if the pseudo code period is greater thans] then the first 10 bits of the
next code block will be repeatedly stored.

Through this compact storage of the pseudo code @ach GPU thread requires
only two Ul6 data type global memory access opmmatifor the calculation of one
channel of the IF signal. By using the texture megmmontroller, the memory access
speed can be accelerated, which effectively redtiesnemory access overhead in the
algorithm.

3.3. Dynamic parameter s and message parameters

The SCS calculates the dynamic parameters and geegsaameters of the simulated
GNSS digital IF signal in a simulation step. Thgs#rameters are written in the
parameter buffer. The GPU accesses the above paranfieequently in the calculation
process, resulting in a large number of out-of-ordemory access operations. To
improve memory access efficiency, when each SNh@iGPU executes multiple threads,
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the parameters of M_pn are moved to the on-chipeshamemory of each SM, and then
each thread executes the computation task. Duhiegcbmputation, the parameters
needed for signal generation can be accessedeetficirom the on-chip shared memory.

3.4. Sample data decomposition
The N sample data generated in each step are divided\intontinuous data fragment
according to their temporal order, and the lengthth® data segments i, (i.e.,
N =N,*N,). The computing task is divided infd, parallel threads in the GPU, each
responsible for generating a segment of data. Sgppe sequence number of tRe
threads isTxid =1,2,--N;. Then, the sampling data with the sequence numioens
(TxId -=1)* N, to TxId* (N, -1 will be generated by th&xid th thread.

To comply with the pseudo-code data structure ampgpart efficient storage of the
digital IF signals in the sampling data buffé;, should be an integer multiple of 4, and

the length of time corresponding ¥, should be approximately equal to the length of 8
8F
X 10.23MHz chips (i.e.N, should be an integer close-tpé).

Suppose the sampling frequencyFis=50MHz, the simulation step size 5=1ms,
and five SMs in the GPU are occupied by a singjgali source. In this situation, we
chooseN,=40, and assign 250 threads on each SM. At this peath SM can generate

10,000 sample points, i.e., 0.2ms data, and tha ftat each simulation step can be
generated using five SMs.

3.5. Sample data calculation in athread
The specific calculation steps within each thre@das follows:

1) The generated parameters are copied in pafetlel M_dp to the current SM’s
shared memory using multiple threads on the SM: Qtte thread copies the
parameter data from the Oth Byte to the 31st Btte, 1st thread copies the
parameter data from the 32nd Byte to the 63rd Byrtd,so on.

2) Initialize N, sample point data to 0, and calculate the sighdld andSP[K] for
each channel in a loop by executing steps 3-5,avhed, 2;--L .

3) The pseudo-code phase and carrier phase ofrghesdmpling point of this thread
are calculated according to (2), whé&=(Txid -1)*N,. Double-precision floating-
point accuracy is maintained in the calculationcpss, and the phase results are
converted to F32 type. The phase of the pseudo aoidéned thereby is denoted as
CP and the carrier phase is denoted@as

4) The texture memory controller reads the psewdie cata that might be used in the
thread and stores them as a 32-bit unsigned int@dper specific processes are as
follows:
cp is rounded down to its integer part, cp_int. cpisnrmoved four bits to the right
to get addr, the offset of the first chip storedhia code block. The lowest four bits
of Bias are the first bit in the U16 data read franfdr. Because the maximum
number of chips available in a thread is 10, reaalld16 from addr+1 and piece the
two numbers together into the integer Code of U3t pseudo-code data required
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to generate the signal is contained in Code (dasaldr are the low 16 bits, data at
addr+1 are high 16 bits). The Oth bit correspondbi¢ Biath bit of Code; the 10th
bit corresponds to the (Biast®)bit of Code. The low four bits of cp_int are
recorded as Bias, then the 10bit data starting fiteenBiash bit of Code are the
pseudo-code data required by the current thread. Iith pseudo-code data are
denoted agC[o], C[1].---, C[9]} , i.e., {C[O], C[1].---, C[9]} is the fragment (XOR
processing has been performed with message mamtulggimbols) of length 10 of
the pseudo cod@N;[[. This fragment covers the pseudo-code phase aitefithe
current thread, and the pseudo-code data corresmptudthe first sampling point is
ClO] .

The above operation uses the characteristic ttatafbrementioned code block
structure can store pseudo code data compactlfhesqpseudocodes needed to
generate thé\, sampling data can be obtained at one time throwgtglobal U16

data access operations. However, traditional methreduireN, global memory
accesses of U8 type data. The proposed methodssppatdemory access using the
texture memory controller. Therefore, this methdfeatively overcomes the
bottleneck of memory access that limits the efficie of GPU generation of
navigation signals, and effectively reduces therloead of memory access in the
algorithm.

5) According to the pseudo code data, the carfies@ and the modulation system of
the first sampling point, the first sampling date the thread corresponding to the
jth channel are calculated. The channel accumulaithen completed according to
(2).

For the subsequer, -1 sampling points of this thread, the calculatiorthrod for
each channel signal is as follows:

1) We retain the decimal part of cp, i.ep,=cp— floor (cp).

2) The growth rate parameterep$, andcaS;) of the pseudo code phase and carrier
phase in double-precision floating-point type amawerted to F32 type, denoted as
cpS, andcaS;, respectively.

3) The pseudo-code phase and carrier phase aralatatt iteratively in single
precision floating-point type in the accumulativeammer according to (2).
Specifically, cp, =cp,, +cpS; andca =ca_, +caS; is performedN,-1times. The
new ¢P is used to determine the pseudo code &fxh x= floor(cp) corresponding
to the current sampling point after each phaseraotation update. The sampling
data for a single channel are then calculated doapto the modulation mode. For
example, (3) can be used to calculate the samghiay when the signal modulation
mode is BPSK.

In the calculation process, only the phase of tist $ampling point is calculated
with double floating-point precision; all other calations use single floating-point
precision. The effect of the accumulated errortenrainging accuracy can be ignored as
there are relatively few iterations. Tbaes andsin calculations are performed by a special
function processing unit on the GPU, which does us# the traditional lookup table
method, so the carrier waveform has a high levepreftision. The proposed design

45



Pengliang Shi, Shunxiao Wu, Tian Zeng and Rui Xue

makes full use of the characteristics of the GPth wiore single precision floating point
computing resources.

4. Implementation of SDR GNSS simulator

In this study, we developed the BeiDou Satellitevijation System (BDS) simulator
based on the SDR GNSS simulator architecture agdakigeneration method. The
software interface is shown in Fig. 3.

 ReSsH0eRAr-T

Figure 3: The software interface of the simulator
4.1. Simulator configuration
The simulation computer is an HP Z840 desktop seeguipped with a Quaro M5000
GPU. This GPU is designed to generate the simulatgellite navigation digital IF
signals using CUDA. There are 16 SMs in the GPUsSMb are used to generate B1l
signals, and SMs 6-10 are used to generate B3llsigihe sampling rate of the
simulator is 50MHz, and the simulation step sizénss.

4.2. Simulation result

An unmanned aerial vehicle (UAV) navigation scemavas used to verify the simulated
BDS signal. This simulation scenario consideredvikible BeiDou satellites. The Bll
and B3l signals of the BeiDou satellites were sated. Five-thousand B1l and B3l
sampling points for simulated digital IF signalsrevgenerated in 1ms by the GPU. The
memory size was 400,000 bytes (each sampling poed divided into real and
imaginary parts, and each part was representedlibytdt signed number occupying two
bytes). The data were transmitted to the RF frowt i@ real time by an optical fiber.
After the modulation chip has been processed, moatis RF signal output was
produced.
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Figure 4. Spectrum of the simulated B1l signal
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Figure5: Spectrum of the simulated B3I signal

Frequency domain analysis of individual 1ms B1l &8l digital IF signals
intercepted at the RF front-end was performed.

The spectrum diagrams as shown in Figs 4 and 5 shairthe simulated spectral
characteristics and bandwidth of B1l and B3l cqroesl with those of real signals. The
center frequency of the B1l signal is -20.9020MHldnd that of the B3l signal is --
3.48MHz., The B1l signal generation for all 18 #aés used no more than 1,004,633
GPU clock cycles; that for B3I used no more th&?24,685 GPU clock cycles according
to the hardware timing counter in the GPU. Thengmiounter in the Quaro M5000 has a
frequency of 3,305MHz. It takes no more than B84to generate a 1-ms B1l digital IF
signal, and no more than 46% to generate a 1-ms B3I digital IF signal. Thefthe
Quaro M5000 has the capacity to simulate more |gatalignals or spoofing signals
received by analog receivers. In addition, the nemdf channels can be increased by
expanding the GPU resources, so as to simulate GBI@®ls in more complex
scenarios.

5. Conclusion

A GNSS simulator signal generation method was megdased on GPU acceleration.
Through mathematical simulations of the satelliiestellation and receiver carriers, the
SCS periodically calculates the parameters fovtbible satellite to users. Furthermore,
the SCS calculates the simulated digital IF sighglgalling multiple parallel threads on
the GPU in real time. To improve the parallel cotimm speed of GPU, a data structure
was designed to facilitate rapid access to the dmseode data. We also proposed an
optimal CUDA implementation for calculating the gaimg data according to the
characteristics of GNSS signals. Simulation restddisonstrate the effectiveness of the
proposed method.
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