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Abstract: In this paper, some conditions and propertiesiroit Ibehaviors of Markov
integrated semigroup are examined, such HsT,, is the corresponding Markov

integrated semigroup, theMx — T, Xt=0, x1],) as n — oo If
|
X,e=0,n=123--,Q, isweakly ergodic, thedim X  =0.
n - o

If X,e=1,n=12,3 ,in is strongly ergodic,jim an' =g, mz0, then
limX , = 7"

n-o
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1. Introduction

A one-dimensional Markov branching proc®sss a continuous-time Markov chain
(briefly, CTMC) on a countable state spaée={0,1, 2...} whose stochastic evolution

is governed by the branching property.Markov brmg:lprocessq—matrix[” is given
by

ib, jzi-1
§ = j-i+l (l)
% { 0  otherwise
where b >0,k # 1, ancﬁlkzo h<0
Consider the Dual branching-matrix Q which is a continuous-time Markov chains
on the state spac&=z ={0120m and the q-matrix Q=(q;,i, JUE): Dual
Markov branching process (DMB®) X(t) is a continuous-time Markov chain on the
state spacez* ={0,1,2---} , where the q-matri@:{qij;i, jOz*}, is given by [2]
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= iai_,-+1‘(J'+1)r’%_,- izj-1 (2)

! 0 otherwise

where ak:zfobj,kzo,q is the sequence defined by branching-Matrix
=

Q.5,<0 a=2a2---232---20.

Let us consider a measured state spgcea), where A is theo -algebra on X. Our

aim in this paper is to discuss some conditions praperties of limit behaviors of
Markov integrated semigroup.

For more unmentioned notations and preliminary,refer to the References of this
paper.

Limit problem is a very important one on Markov pees and has been widely applied
in many fields. It is well known that an uniformtpnvergence integrated semigroup can
tend to a Markov integrated semigroup by iterations

2. Main results

Theorem 1. Let @=(q,ijoE)and Q=(,q, i, jOE)are both FRRq-matrices ,let
Ft)y=(f,t) and  F()=(,f;(t)) are both FRR transition functions,
®(A) = (g (A).i,jOE) and o) =(,¢(A).i,jOE) are both their corresponding resolvent

functions respectively, then the following are egient:
(i) foranyi,jUE, g; - ¢ asn - o;

(i) forany i,j0OEand t=0,  f,(t) > f;(t)as n - o;
(iii) for any i,j DEand A >0, ¢ (A) - g (A)as n - .
Proof: (i)= (ii) We known that: o .o, ,Q and Q are both FRR(-matrices.
Letting x=¢ = (0,0,---,1Q---J ,for a fixed iy, We can obtain:
Il Qe; - Qe [l =ll, Qe— Qgll
=MGa k=g ) Ik =16 g ) =(a
:Simlfzpln g; —q =, q; — 4 |- C
for anyd >0.
o< "™, f()- f (B dt

<[7e™], 1,0~ § (9] dt

S|n G; — G |5L qoj - qd |- 0
By the squeeze theorem for limit of functions, westget | f; (t) —» f;(t)as n - oo.
(i) = (iii): It can be completed easily by Lebesgue’sotteen on control and

convergence.
(i) = (i): Because r(t)=(f,t) and F()=(f,) are both FRR transition

n i

functions, F (t)and F(t) are both positive strong continuous contractionigeoup .
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Letting their generators areAand A respectively, then we know that resolvent
functions ®(1)=(g(A),i,j0E) and ®(A)=(,@(A).i,jOE) are just resolvent
equation of operators, A and A respectively, namelp<A0p(,A)=p(A) and
R(tambda, A=, ®(1) RAI: A=PD(1).

We will prove that for anyd >0, ®(A)x - ®(4)x as n - «. Since , f; (t)
and f;(t) are both transition functions by [1}g (1) and ¢ (A) are both FRR
resolvent functions, there must exist the statelo ,such that
ﬁ%%@%%@#i%@%%@ﬂ

Because spadfe;, [JE}is dense and
ll, ®(A) = P(A) [l @A) | + | PA) I

—SUIOZ| @4 @)|+SUFZ|(4 4]

i0E joE i0E joE
<sup2| @; A)N+sup.lg, 4 JS—
I0E i0E i0E =

so ,®(A) - d(A)is bounded .By the corresponding theorem in [2] olvtain :
nF(t)_’ F(t) t=0n - o
supl, 6; =g =, q; — ¢ |

iCE
<, Ft)-F()|- 0
Theorem 2. Suppose thatT « IS a series of MIS P) is the corresponding transition
function of T(), nON, A is the generator offy) in I,.If there exists A, such that
Rel, >0 and the range of operatdR(4,) is dense inl then there exists a unique
operator A: A will generate a contractionc, semigroup R, .If T,
Xt=0, X1]) as

is the

corresponding Markov integrated semigroup, theﬂ'(t)xq To

n- o .
Proof: By [3, Theorem 4.4], we know that there existaue operator A: generating a
contractiorc, semigroufR,,. By x - Ry xt>0,x01,.

Letting Pu(t)=<¢ A9, ¢>, we obtain that B, =(R(f),i, jOE) is a transition

<I e”'eP,)dtl> <g/1] g T ([)c>1 (3)
(&R §)=], €" (B §

j e"R(Ydt=(g T, g

function, so we have
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SoT“”)x—. T X(t20,x0]) asn - 0. O

Now we introduce the definitions of weakly ergoditd strongly ergodic:
Definition 1. [5,6] A sequence of stochastigq-matrices ,Q is said to be weakly
ergodic if Om = 0,i,j,k0 S,such thatLinl[(an) «—(,Qn) ;=0

Definition 2. [5,6] A sequence of stochastig-matrices ,Q is said to be strongly
ergodic ifim = 0,Ji,jJ S, the limitiim(,Q,) , = (7z,) ,exists and does not dependion

With the above definitions and Theorems 1, 2 wedrawn the following result
Theorem 3. Let Q=(q,ijoE) and Q=(,q,i j0E) are both FRR g -matrices,

X,andr_, n=1,2,3.., be two sequences of real vector,e =0,
YR | <, and se@nI =Q,.,. rhen the following statements hold:

|
() If X,e=0,n=12,3--,Q, isweakly ergodic, thedimX =0.
n- o
|

(i) f X,e=1,n=12,3.-,Q, is strongly ergodic,iim (gmn =g.z m20, then

imX, =7
n-oo

o o
(i) f X,e=1,n=12,3--,Q, is strongly ergodic,imQ,, , = e, m=0, then

limX = 7",
Proof: Applying the recurrence relation, we have
~ t-1 ~
X =X Qo Ru+ Y Ry Qe 121 (4)
k=0
|
If Q, isweakly ergodic, we will prove that
t-1 ~
Itinl Z R Q KeLtel = 0 (5)
77 k=0
We have
t-1 ~ t-1 ~ t-1 ~|
ZR+I< Qk+1,t+l SZ I%+k Qk+1,t+1‘ S Z ||R|+k wd Q k+1,t+1 )
k=0 oo k=0 o k=0
Choose a, =|R,,|. & @kﬂm ) , tk=1 (take &, = 0 if k>t) this follows that

tooo

. - t * -
lima, =0. Since  Q', , )1 0<k<t,S0 !Linc]o >ay = !imwza'xk = 0, which means (5).
7 k=1 7 k=1

() If xe=0,n=123..,o isweaklyergodic, there exists a sequence bfesta

stochastic matricesﬂ ! ., it follows that "m(dmrﬂl )=0.
m, tooo J m,
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Letting t — oin (4), by the weakly ergodicity 2||R"|| <= and (5), we obtain

. —im(O - =
llmxm —lml(Q o+ |_|O,t+|) =0
Since | is arbitrary, it follows thafimx ,, =0 that is to sayjim x =0

too n-o

(i) Letting t — ooin (4), by the strongly ergodiciti”RnH <« and (5), we obtain

Itimxm :lti'jl( d ot~ I_lloﬁ) =7
Since | is arbitrary, it follows thain X, = 7 that is to sayjimx =7-
oo n

n-o

(iii) Letting t — ooin (4) , by the strongly ergodicity Z||R|| < and (5), we obtain

_ Cper M N 4l
IthH, —|t|TO(Q o+ I_lo,u) =7t

Sincel is arbitrary, it follows thatnmxHI =7 thatis to saylmX , =7#".. o

tooo n-co
3. Remark
The Markov chain mentioned in this paper is nairgity ergodic, but we can prove that it
is C-strongly ergodic by similar methods.
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