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Abstract. Generalizing the notion of Watson-Crick completaéty which is central in
DNA computing, involutively bordered words have héntroduced and investigated in
the literature. In this paper, motivated by theselies, we introduce a general notion of
involutive factors of words and obtain several comatorial properties of such words
under a morphic or anti-morphic involution. Profestf the complementary notion of
involutive factor-free words are also obtained.
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1. Introduction

Combinatorics on words [6], which is classifiedaabranch of Discrete Mathematics, is
an area of study and research on general propefti@erds which are finite or infinite
sequences of symbols. A finite word or simply, advis a finite sequence of symbols.
Words play a central role in many branches of stimsiuding DNA computing [1, 2].
A DNA strand which is the basic unit of every ligirtell is a sequence of nucleotides
adenine, guanine, cytosine, thymine denoted bysimbolsA, G, C, Twith these
nucleotides binding to each other withto T andC to G. A DNA strand can thus be
viewed as a word over the four letter DNA alphapat T, C, G and the relation
between the nucleotides can be expressed in tdrarsiavolution mapping, also known
as the Watson Crick involution and the ends of DiINA strand can “bind” with each
other if they are images of each other with respedhis involution. The involutively
bordered words were introduced by Kari et al. d8]a generalization of the classical
notions of bordered and unbordered words, in th#eot of DNA computing. In fact,
Kari et al. [3] point out that theoretical propegiof bioinformation are studied in their
work by investigating models of DNA encoded infotioa based on formal language
theoretic and combinatorial properties of wordssoilcombinatorial properties of words
have been investigated in other worksrelated to d/puting (See, for example [4, 5,
7]). Here, motivated by these studies, we introdheeconcept of—factor or involutive
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factor of a finite word which extends the notionie¥olutive border considered in [3]

and obtain several combinatorial properties of dactors.

The paper is organized as follows: Section 2 intoed and investigates involutive
factors of words. Section 3deals with the comples@mymotion of involutive factor free

words. Section 4 gives the concluding remarks.

2. Involutive factorsof aword
We first recall certain basic notions [4]. An alpe&. is a finite set of symbols. A

finite word or simply a wordv over 2. is a finite sequence of symbols f . For
example,abaab is a word over), = {a,b}. The set of all words ovep. is denoted by
>" and this includes the empty wotd which has no symbols. In fagl™ is a free
monoid over X, under the operation® of string concatenation defined by
Uov=a,---ab b, for words u=a---a,, v=b b, a,b0%, 1<i<n,
1<j<m. We writeuov asuv.Let "= >"-{A}. Alanguagel over). is a subset
of X'. ForwOX", alph(w) is the set of symbols Q¥ that appear imv. For example,
if 2. ={a, b, ¢, w = abaab, theralph(w) = {a,b}. The length of a worev denoted by
|vv| , is the number of symbols Wm counting repetitions. A word is a palindrome if it is

the same read from the left to the right or thatrig the left. For example, the woatiba
over {a, bt is a palindrome.

For a wordwJY." , the worduJY." is a factor ofw if there are words
a,BOY. such that = aup. If @ = A thenu is called a prefix ofv and if LB =A thenu
is called a suffix ofw. The set of all factors ofv is denoted byF(w). A mapping
g:Y" - Y satisfying the property thal(xy) = 8(x)8(y)is a morphism oY, . If
6(xy) =68(y)8(x), then@is an antimorphism ot . dis an involution onY," , if
6(6(x)) = x, forallxOY".

We now recall notions of bordered and unborderedds: For properties and

other results on involutively bordered words wieréo [3]. Throughout the papel, is
considered an alphabet unless stated otherwise.

Definition 2.1. Let 8 be a morphic or an antimorphic involutionX@n. A word u0 Y. *
is said to bed - bordered if there exists a[1> " such that =vx=y8(v) for

X, yDZ*. In this case, we say that is a& - border ofu. Otherwise, the word is
called @ - unbordered.

We now define the concept of involutive factororfactor of a finite word.
Definition 2.2. Let 8 be a morphic or an antimorphic involution &h . A word uJZ*

is ag- factor or an involutive factor of if u andd(u) JF(w) .i.e. bothu and its image
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6(u) are factors ofv. We also say that is a word withd-factors. The wond can then be
written asw = xuy = X'8(u)y', x # X', x, y, X', y'0 Y .

Remark: If v is a@ - border of a word, thenv is also &- factor ofu.

Example 2.1. Let X, = {a, t, ¢, ¢ be an alphabet. Let be a mapping o." defined by
6(a) =T,6(t) = Ab(c)=9,6(g9) =c .

() If @ is a morphic involution then the factor= acga of the word = tacgaatcggctttis
a g - factor since&(v) = tgctis also a factor afi

(i) If 6 is an antimorphic involution oY , then the factorv =ggta of w =
cagtgadaccggtac is ad - factor sinced(v) = #(ggta) =taccis also a factor ofv .
We note that for a word = tctccectover), , no symbol ofu has itsé - image

also inu, when@ is a morphic involution orY_ defined as above. We callan involutive
factor free omW-factor free word.

Definition 2.3. Let ¢be a morphic or an antimorphic involution dh . For wZ*,
we denote byL? (w) , the set of alp — factors ofw i.e.

LY (w) ={vOZ" /v,6(v) OF (W)} .

Example 2.2. Let Y. ={a,b} andw = abaabaaabe a word oiY." . Let # be a morphic
involution on." defined byd(a) =b,8(b) =a . Then the only - factors ofware a, b,
ab, ba L¢ (w) ={a,b,ab,ba} .

The following result is a consequence of the de€ins.

Theorem 2.1. Let # be a morphic or an antimorphic involution dh . Then

(i) if udJX*, then for every 0 L¢ (u) , we have F(v) O L% (u) ,

iy  for aworduJZ*, we haveF (u) n 8(F (u)) = L? (u),

(i) ifu, u, are any two words over then L (u,) O LY (u,), if wis a factor of

U, and in particulany, is a prefix or suffix of.
Proof: In order to prove (i), lexOF (v).SincevIL? (u), we havev, 8(v)OF (u). Now
xOF (u) asx is a factor ofv andv is a factor ofu. Also 8(x) is a factor ofd(v) and so
6(x)F (u). Since bothx, 8(x)OF (u) we havex[L? (u). This provesF (v) O L (u).
To prove (i), let xOF(u) n 8(F(u)) . Then, by definition ofF(u) ,

u=axB, a,B0OZ* and x=6(v) for somevOF(u). Also u=a'vg' for some
a', B'0Z* . Since the mapping is an involution, we havé(x) = 8(6(v)) =v. Hence
u=a'é(x)B . This implies thatd(x) 0 F(u) and sox[L{(u). This proves that
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F(u) n 8(F(u)) O L% (u). Conversely, letxd L% (u). Then x,8(x) O F(u) so that
u=axg;a, O u=a'6(xX)F";a',f'UZ* . Now, 6(X) 0F(u) implies thatx =
6(6(x)) D(F (u)) . Sincex is arbitrary, L% (u) O F (u) n 8(F (u)) .

Finally, to prove (iii), letv be @ — factor of the wordl,. Thenv, 8(v) O F(u,) . Sinceu,
is a factor of,, we havd-(u,) O F(u,) . Thereforev, 8(v) U F (u,) .Hence the proof.

Theorem 2.2. Let # be a morphic or an antimorphic involution . LetudZ . Then
(LS () = LT (u) = LT (8(u)) -

Proof: We first proved(L? (u)) = L? (u).Let v'O 8(L% (u)) . ThenV'=6(V) for some
vOL%(u) so that bothv and VOF(u) by definition of L%(u) . Also
6(V')=6(6(v))=v and so@(V')OF(u) . HencevOL}(u) . This proves that
6(L% (u)) O LS (u) . Conversely, let 0 L9 (u) . This implies that botk andé(v)0 F (u)

. Sinced is an involution, settingy'=&(V)we find thatd(V') =Vv. Hencev’ and §(v’)
OF(u) . This means thatvJL%(u) so that v=6(v')08(L%(u)) . Hence,
L% (u) 0 O(L° (u)) . Thus@(L% (u)) = L (u).

To prove L? (u) = L9 (8(u)), let xO LG (u). Thenx, &(x) O F(u), so that
u=a,xgB,,u=a,0(x)p,,for somea,,a,, 5,5, UZ*.

If 6 is a morphic involution, the@(u) = 8(a,)8(X)E(5,),60(u) = 8(a,)x8(L5,). If b is
an antimorphic involution, thend(u) =8(5,)8(x)8(a,),6(u) =8(5,)x6(a,). In
either case,x, 8(x) O F(6(u)). Hence x O LS (6(u)). Thus L% (u) O L% (B(u)) . Let
y O L% (8(u)). Then y, 8(y) O F (6(u)) . This implies&(y), 8(8(y)) C F (8(6(u))). i.e.
y,8(y) O F(u).Hencey O L4 (u). This provesL (8(u)) O L? (u) . Hence the proof.

Definition 2.4. Let L be a language over an alphahet Letd be a morphic or an
antimorphic involution. Then we defink? (L) = 0, LY (u).

Example 2.3. LetL={(ab)"|n > 1} be a language ov@l = {a, b}. Let & given by
f(a)=b, 6(b)=a be a wmorphic involuton onY . Then L (ab)={a,b},
L9 (abab) ={a,b,ab,ba,aba,ba} and so on. Thus L2(L) =0, L)

={(ab)"In=3 0{(bd" 13 0{( 2" d = §Of( b} t=

We give some properties of this langudge(L).

55



C. A. Deva Priya Darshini, V.R.Dare, |. Venkat ata¢. Subramanian

Theorem 2.3. Let 6be a morphic or an antimorphic involution®n. Let LOX" be a
language. Then

(i) for everyvL? (L), the image wordd(v) O LS (L),

(ii) for any two languages,, L,with L, O L,, we have L% (L) OL%(L,).

Proof:

() Let vO L% (L). ThenvOL!(u), for someudL, by definition of L% (L). This

implies v, 8(v) O F(u) . Letd(v) =w. Thenv =6(w), since 8 is an involution. This
implies thatw, &(w) JF (u) and hencew O L} (u). Thusw= g(v) O L} (L)

(i) Let L, O L,. To provel? (L,) O L% (L,) , letvOLY(L,). ThenvOL¢ (u), for
someulL,. But L, O L,meansulL,. ThereforevOL (u)for ud L, . Sincev is
arbitrary, we can conclude thaf (L,) O LS (L,).

3. Involutive factor free words
In this section we obtain properties of the com@etary notion of9 - factor free or
involutive factor free words.

Definition 3.1. Let # be a morphic or an antimorphic involutionn. A word w0 X°
is 0 - factor free or involutive factor free if none tf factors is & — factor ofw.

Example 3.1. Consider the worev = acccccaaaverX ={a, t, ¢, g}. Let § be a morphic
involution on Y. defined byd(a) =t,6(t) =a,6(c) = g,6(g) =C . No factoru ofw is
a @ —factor ofw, asf(w) is not a factor oiv.

Theorem 3.1. If wI X is a@ - factor free word, thend(w) 0 X" is alsod - factor free,
for a morphic or an anti-morphic involution Q.

Proof: Let wJ X be aé - factor free word. Then for any facton O F (W) we have
6(u)OF(w) . Then w can be written asw = qug, for some a, 0% . But
Wz a'6(u)g', for any a',f0Z . Assume thatd(w) has aé —factor u. Then
u,8(u) 0 F (6(w)) .Then 8(w) = a,up,, for some a,,3, 0% and w=8(8(W))
=08(a,)B0(u)8(5,),if 0 is a morphic involution. This implie€(u) is a factor ofw, a
contradiction. Henc&(w) is alsof - factor free. A similar argument holdsfis an anti-
morphic involution.

Theorem 3.2. Let 2= {a, b} and? given byéd(a) = b, (b) = a be a morphic or an

antimorphic involution. Then for any womdlJ =" which is@ - factor free, eitheuais 6 -
factor free oubis 6 - factor free.
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Proof: Let uJZ" be a@ - factor free word. Thealph(u) cannot contain both andb
sinceu is d-factor free. Ifalph (u) = {a} thenua also does not contaim and so i¥ -
factor free but ifalph (u) = {b} then, likewiseubis 4 - factor free.

We now give a characterization &f factor free words.

Theorem 3.3. A word uJX"is @ - factor free if and only if for every] alph(u) we
have 8(a) O alph(u) .

Proof: Assumeu is 6-factor free. This means that none of the facténs is ag — factor.
Then everg in alph(u) is a factor ofu. Hence 8(a) [ alph(u) . Conversely, let
6(a)Jalph(u) , for everyaOalph(u) . To show thatu0X" is ¢ - factor free.
Supposeu has & — factorv. Thenv as well agj(v) are factors ol1. This implies that
a [Halph(v) Oalph(u) and 6(a) Oalph(6(v)) Oalph(u) . Therefore, for soma X
such thataOalph(v) , the image&(a)alph(u) which is a contradiction to our
assumption. Hence the proof.

Corollary 3.1. i)If wO X" is a# - factor free word, therw" andd(w"are alsd - factor
free, for a morphic or an anti-morphic involution 2. wherew"is the product o#v with
itself certain number of times.

This follows from Theorem 3.3 and the fact thth(w") = alph(w).

i) Aword uJ =" is @ - factor free if and only iﬂ_éf7 w=g.

This again follows from Theorem 3.3. In fact, faryafactorv of u, 6(v) cannot
be a factor ofi if uis ¢ - factor free and this meank’ (u) is empty and the converse
is similar.

We now examine the problem of whether the concéitanaf two 8 - factor free
words is alsd@ - factor free.

Theorem 3.4. Let # be a morphic or antimorphic involution ah. Letu,v X" be -
factor free. Thenv X" is 6 - factor free if and only i¥(alph(u)) n alph(v) = ¢.

Proof: Assume thatv = uvJZ"is 6 - factor free. Then by Theorem 3.3, for every
aalph(w), we havef(a)dalph(w). In order to show thaf(alph(u)) n alph( Y

= ¢, assume the contrarye., &(alph(u)) n alph(v) Z ¢ . Then there exists an
elementa 0 Z such thaa [ &(alph(u)) n alph(v) . Now,a U &(alph(u)) implies that
6(a) Jalph(u) . But also alalph(v) which implies aUalph(w) and
6(a) Jalph(u) implies 6&(a)dalph(w) which is a contradiction. Hence,
G(alph(u)) n alph(v) =¢.

Conversely, lefi(alph(u)) n alph(v) = ¢ . To prove thativis ¢ - factor free. Suppose
uvhasad —factor. Theruv = wis such that there exists[] = with a[Jalph(w) as well
as 6(a) Jalph(w) . Both a,8(a) Oalph(u) cannot happen as is 6 - factor free.
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Likewise, botha,f(a) [ alph(v) cannot also happen ass 6 - factor free. On the other
hand, if alJalph(u),8(a) O alph(v) then 8(a) O 8(alph(u)) n alph(v) which is a
contradiction. IfaJalph(v),8(a) Oalph(u) a similar contradiction arises. This proves
the Theorem.

Corollary 3.2. Let # be a morphic or antimorphic involution ah. Letu,vO " bed -
factor freewith@(alph(u)) n alph(v) = ¢ . Thenu™v',(uv)’, ared - factor free.

Proof: By Corollary 3.1 and Theorem 3.4, we have",(uv) ared - factor free.

4. Concludingremarks

A preliminary version of part of this paper was qmeted in theSixth International
Conference on Bio-Inspired Computing: Theories @pgplications, in 2011 [8]. The
originality of the contribution in this paper liga introducing a general notion of
involutive factor ord - factor of a word and in obtaining several coralmmial properties
of such words. The complementary notiordof factor free words is also examined and
their properties are derived. We can also considwation of involutive factorization of a

word. A factorization of a wordr/JZ"is w = wuU,...u, where theu, 0 X" for i= 1,

2,.....n This factorization need not be unique and in gn@ wordw can have more
than one factorization. 16 is a morphic or an antimorphic involution aj then a

factorization ofwJ X", given byw = tUs...u, where ther, [ > fori= 1, 2,..., n,can
be called aéd - factorization or involutive factorization ofv if and only if
w=06(u )0(u, )..0(u ) wherei; {1, 2, ..., nffor j = 1, 2, ...,m. It will be of interest
to study properties of such factorizations, whilfoir future work.

Acknowledgement: The authors thank the referees for their usefahroents which
helped to improve the presentation of the paper.
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