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Abstract. The stock market is an important means of entergdiisancing and the vast
number of investors to invest, it is a high compex] dynamic system with noisy, non-
stationary and chaotic data series. So stock méries modeling and forecasting is a
challenging work. There has been amount of worledarstock market, and in them, soft
computing techniques have showed good performadtoek prediction can be divided
into two categories. One is to predict the futwend or price; another is to construct
decision support system which can give certaindmllysignals. In this paper, based on
the window mechanism, with the help of R, we cantliese two works, and make a
compare between two machine learning algorithmdifidial Neural Networks and
Support Vector Machine. In the experiment, we cotre¢e on trading the S&P 500
market index, and The first thing we notice wheokiag at these top five results is that
all of them involve either the Support vector maehior Artificial Neural Networks
algorithm. Another noticeable pattern is that alma#l these variants use some
windowing mechanism. There are only three of th® 2dading variants that are
compared satisfy these minimal constraints. Expemisi show that Artificial Neural
Networks is more suit for stock data models analysi
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1. Introduction

As all of we know, the research of stock marketisiot topic for a long time, a
significant amount of work has been done in thigdfi. The goal of this research is to
predict the correct trading signal at any timehere are two paths to obtain predictions
for the correct trading signal. The first altermatis to use the T(T will be defined in 2.2
section) value as the target variable and try tainbmodels that forecast this value using
the predictors information. The second alternatireliction task we consider consists of
predicting the signals directly. Artificial neuraletworks (ANN) and support vector
machinesm (SVM) are two learning machine ways which used widely in financial
time series dafd. In this paper, we will use both of these algarithbased on window
mechanism. Each of the alternative predictive neodehsidered on these experiments
will be used in three different model updating gstuThey consist of using a single
model for all 5-year testing periods, using a sligwindow or a growing window.
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R is a programming language and an environmensttistical computirfd. It is
similar to the S language developed at AT&T Belbbeatories by Rick Becker, John
Chambers and Allan Wilks. The source code of elRppmponent is freely available for
inspection and/or adaptation. This fact allows youcheck and test the reliability of
anything you use in R. R has several packages eévotthe analysis of this type of data,
and in effect it has special classes of objects dh& used to store type-dependent data.
Moreover, R has many functions tuned for this tyfeobjects, like special plotting
functions, etc. This is suitable for stock data.

The rest of the paper is organized as follows: i8ec® describes the process of
experiment, include the source of data, the dedirthe Prediction Tasks , the choice of
technical indicators, built the model, 5 model ematibn and selection based on window
mechanism. And finally some concluding remarksdxeavn from Section 3.

2. Stock data modéelsanalysis
2.1. The sour ce data acquisition

In our case study we will concentrate on trading 8&P 500 market index. Daily
data concerning the quotes of this security arelyfr@available in many places, for
example, the Yahoo finance site. The daily stocktgs data includes information
regarding the following properties: data of thecktexchange session; open price at the
beginning of the session; highest price duringgbssion; lowest price; closing price of
the session; volume of transactions; adjusted q:idsé‘”.

2.2. Defining the prediction tasks

Let us assume that if the prices vary more tlﬁ)%, we consider this worthwhile in
terms of trading (e.g., covering transaction costs}his context, we want our prediction
models to forecast whether this profit can be agtdin the next k days. So what we want
is to have a prediction of the overall dynamicshaf price in the next k days, and this is

not captured by a articular price at a speuﬂcetnﬂ /°, it means positive variations will
lead us to buy, while negative variations will &gy sell actions. The daily average price
can be approximated by formula 2.1

_G+H+L
3
where C;, H; andL; are the close, high, and low quotes for dagspectively.

LetV, be the set ok percentage variations of todsglose to the following days
average prices, which is shown in formula 2.2:

— k
P.,.-G
V. ={1_} 2.2)
c .

-0l

(2.1)

Our indicator variable is the total sum of the &agns whose absolute value is above
our target margip%:

T =>{vOV:v> p60 v< - %4} (2.3)

61



Chun Gui and Ya-bin Shao

High positive values of T mean that there are s#arerage daily prices that are

p% higher than todays close. Such situations are good indications deemniial

opportunities to issue a buy order, On the othedhhighly negative values of T suggest
sell actions, given the prices will probably deelivalues around zero can be caused by

periods with“flat” prices or by conflicting positive and negative igtons that cancel
each other.

2.3. The choice of technical indicators
There are some representative set of technicatatatis, from those available in package

TTR—namely, the Average True Range (ATR), which isratidator of the volatility of
the series; the Stochastic Momentum Index (SMl)ictvlis a momentum indicator; the

Welles Wildets Directional Movement Index (ADX); the Aroon indtor that tries to

identify starting trends; the Bollinger Bands tlhatmpare the volatility over a period of
time; the Chaikin Volatility; the Close Location Me(CLV) that relates the session

Close to its trading range; the Armgase of Movement Value (EMV); the MACD

oscillator; the Money Flow Index (MFI); the ParabolStop-and-Reverse; and the
Volatility indicator. we have carried out some ppgicessing of the output of the TTR
functions to obtain a single value for each oneouin approach to this application, we
will split the available data into two separatessdll) one used for constructing the
trading system; and (2) other to test it. The fest will be formed by the first 30 years of
guotes of S&P 500. We will leave the remaining dataund 9 years) for the final test of
our trading system. By means randomforest of cimgckihe importance of the
variables(figure 2.1 Variable importance accordinghe random forest), we can decide
on a threshold on the importance score to seldgtaoaubset of the features. Look at the
figure 2.1 and given that this is a simple illusta of the concept of using random
forests for selecting features, we will use theugabf 9.5 as the threshold and choose
eight technical indicators as follows, and the soale behind the eight indicators.

[1] “Delt.CI.GSPC.k.1.10.Delt.1.arithmetic”

[2] “myATR.GSPC”

[3] “mySMI.GSPC”

[4] “myADX.GSPC”

[5] “myVolat.GSPC”

[6] “myMACD.GSPC”

[7] “myMFI.GSPC”

[8] “runSD.CI.GSPC”

The codes are:

>varlmpPlot(rf@fitted.model, type=1)

>imp<-importance(rf@fitted.model, type=1)

>rownames(imp)[which(imp>9.5)]

These eight technical indicators will be used irtrexperiment. Of course, you can
choose more than or less than eight variables glradjust the parameter :imp.
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Figure 2.1: Variable importance according to the random forest

2.4. Built the mode

We built the model use the eight technical indicattn R, the codes of ANN model for

stock time series data are:
>set.seed(1234)
>norm.data<-scale(Tdata.train)
>nn<-+nnet(Tform,norm.data[1:1000,],size=10,
+decay=0.01,maxit=1000,linout=T,trace=F)
>norm.preds<-predict(nn,norm.data[1001:2000,])
>preds<-unscale(norm.preds,norm.data)
>sigs.nn<-trading.signals(preds,0.1,-0.1)
>true.sigs<-+trading.signals(Tdata.train[1001:2000..ind. GSPC"],0.1,-0.1)
>sigs.PR(sigs.nn,true.sigs)
The same as ANN, we built SVM model.

2.5. Model evaluation and selection based on window mechanism

In terms of experimental methodology, we will us®lante Carlo experiment to obtain
reliable estimates of our evaluation metrics. Eatlthe alternative predictive models
considered on these experiments will be used ieetldifferent model updating setups.
These consist of using a single model for all Srysting periods, using a sliding
window or a growing window. For the svm models wied four learning parameter
variants together with three different trading ps, that is, 12 variants. For ANN we
tried 24 variants. Each of these variants wereadtiie single mode and on the four
windowing schemes (two strategies with two difféaresrlearn steps). This obviously
results in a lot of experiments being carried dlamely, there will be 60 (= 12 + 24 +
24) svm variants, and 60 nnet variants.
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Use the function rankSystems(which is provided bydtkage:DMwR) we can
obtain a top chart for the evaluation statisticsvirich we are interested, indicating the
best models. The top five performance index ares®8$prec.sb, $SP500%Ret,
$SP500%PercProf, $SP500$MaxDD, $SP500$SharpeRatibalmost all these variants
use some windowing mechanism. This provides sonigeerge of the advantages of
these alternatives over the single model approaciwbich can be regarded as a
confirmation of regime change effects on these.d#fe can also observe several
remarkable scores, namely in terms of the precisfahe buy/sell signals.

* Summary of Experiment Results:

—-> Datataset: SP500

*Learner: single.nnetR.v12
prec.sb Ret PercProf MaxDD SharpeRatio

avg 0.12893147 97.4240 45.8860 159%57¢6l.4 -0.01300000
std 0.0676612% €50.863% 14.0488 2205%13.7 0.0379%8892
min 0.02580645 -160.4200 21.5000 257067.4 -0.08000000
max 0.28695652 2849.8500 73.0800 10142084.7 0.04000000
invalid 0.00000000 0.0000 0.0000 0.0 0.00000000
*Learner: slide.nnetR.v15
prec.sb Ret PercProf MaxDD SharpeRatio
avg 0.140284%1 2.62300 54.360500 46786.28 0.01500000
std 0.0511133% 4.9%3178 8.339%434 23526.07 0.03052178
min 0.03030303 -7.03000 38.8%0000 18453.9%4 -0.04000000
max 0.22047244 5.85000 68.5%70000 9%458.44 0.05000000
invalid 0.00000000 0.00000 0©.000000 0.00 0.00000000
*Learner: grow.nnetR.wvl2
prec.sb Ret PercProf MaxDD SharpeRatio
avg 0.18774520 0.544500 52.66200 415%B8.26 0.00600000
std 0.075%64205 4.334151 11.60824 28252.05 0.03408%&7
min 0.04411765 -10.760000 22.22000 18144.11 -0.0%000000
max 0.33076523 5.330000 72.73000 121886€.17 0.05000000
invalid 0.00000000 0.000000 0.00000 0.00 0.00000000

Figure2.2: Summary of Experiment Results

In order to reach some conclusions on the valual diese variants, we need to add
some constraints on some of the statistics. Letsssme the following minimal values:
we want (1) a reasonable number of average tra@gsmore than 20; (2) an average
return that should at least be greater than 0.5%righe generally low scores of these
systems); (3) and also a percentage of profitablées higher than 40%. The output of
the experiment is figure 2.2:

As we can see, only three of the 120 trading vésidimat were compared satisfy
these minimal constraints. All of them use a regjmrstask and all are based on neural
networks.

3. Conclusion and futurework
In this paper, we analysis the stock data modededan window mechanism. There are

three types of window mechanism: one shot testgrgwing window and sliding
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window. From the result of experiment, we can makm®nclusion that the favorite three
models all use one of three models, and ANN isensoiitable for stock time series data.
The next work we will make a trading system to ¢hhe precision of this method.
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