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Abstract. Content Based Image Retrieval (CBIR) is a technigueetrieving images on
the basis of automatically-derived features suchcalsr, texture and shape. In this
proposed work CBIR system presented that uses \Wavensform and the color feature
as a visual feature to represent the images. WaVednsform is proposed as a pre-
processing step to make the image enhancementtiopstal hen the K-means clustering
algorithm is used to cluster the images accordirtheir features.
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1. Introduction

Imaging has played an important role in our liféontent-based" means that the search
analyzes the contents of the image rather tham#tadata such as keywords, tags, or
descriptions associated with the image. The temmtént” in this context might refer to
colors, shapes, textures, or any other informati@at can be derived from the image
itself. CBIR is desirable because searches thatpualely on metadata are dependent on
annotation quality and completeness. Humans manaahotate images by entering
keywords or metadata in a large database whichbeatime consuming and may not
capture the keywords desired to describe the imBlge.evaluation of the effectiveness
of keyword image search is subjective and has eeh lwell-defined. Image retrieval is a
challenging topic that has been a research foam fnany years. The retrieval system
presents similar images. The user should defing thgasimilarity between images has
to be. Color histogram (GCH) is used for reprasgnimages by their histograms, and
the similarity between two images will be deternditgy the distance between their color
histogram. Furthermore, this approach is sensitige intensity variations, color
distortions, and cropping.

2. Preliminaries

Tayade et al. this paper investigates Search BRaed Annotation (SBFA) framework
with the help of mining weakly labeled web facialages which are freely available on
World Wide Web (WWW). The drawback as a problemSBFA is how to perform
effectively annotation by considering ordered ditnost similar facial images which are
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weakly labeled that are often noisy and incompldtéfrasanth et al. the face annotation
has many real world applications. The challengiag pf search based face annotation
task is management of most familiar facial imaged their weak labels. To tackle this
problem, different techniques are adopted. Theieficy and performance of annotating
systems are improved tremendously by using thesbati® Here this paper proposes a
review on different techniques used for this puepasd check the pros and cons of each
technique [2]. Wang et al. proposes an effectiveupervised Label Refinement (ULR)
approach for refining the labels of web facial imagising machine learning techniques.
To further speed up the proposed scheme, we alspoge a clustering-based
approximation algorithm which can improve the sbiity considerably [3]. Hongmei
He et al proposed a framework of a multi-engineteys for facial recognition
configurable in image types, watch sizes and esdiased on performance matrices. The
value of each cell in a performance matrix presemtsonfidence level for facial
recognition [4]. Xiao Zhang et al. proposes in thaper, a face annotation system to
automatically collect and label celebrity facesrirthe web. With the proposed system,
we have constructed a large-scale dataset callelkb@ties on the Web,” which contains
2.45 million distinct images of 421 436 celebritaxl is orders of magnitude larger than
previous datasets. Collecting and labeling su@rgelscale dataset pose great challenges
on current multimedia mining methods [5]. Wangaktve mainly focus on tackling the
second challenge of the retrieval-based face atiootgaradigm. To improve the
annotation performance, a novel Weak Label RegddriLocal Coordinate Coding
(WLRLCC) algorithm was proposed, which effectivadyploits the principles of both
local coordinate coding and graph-based weak ladgeilarization [6]. Rajshree et al The
Image Retrieval is based on the color Histogramxtute. The perception of the Human
System of Image is based on the Human Neurons wiotththe 1012 of Information;
the Human brain continuously learns with the sgnsagans like eye which transmits the
Image to the brain which interprets the Image. ThHaosconclusion, the Histogram
Intersection-based image retrieval in HSV colorcgpds most desirable among the
retrieval methods mentioned in considering both matation time and retrieval
effectiveness [7]. Hoi et al, a few studies consaldluman name as an input query, and
mainly aim to refine the text-based search resyltexploiting visual consistency of
facial images, which is closely related to automlat®mage re-ranking problems [8].
Ricardo. Torres a et al addressed the problem bgepting a Genetic Programming
framework to the design of combined similarity ftions. We conclude that the new
framework is flexible and powerful for the desighedfective combination functions.
The effectiveness results demonstrate that ther@Refvork can find better similarity
functions than the ones obtained from the individlgscriptors [9]. Xu et al presented a
new technique to acquire a direct optimal solufmmMFA without resorting to objective
function modification as done in many previous alions. They conduct comprehensive
experiments on the USF Human ID gait database #&ed Qorel image retrieval
database[10]. Wang et al. introduced a modificatiomcorporate the constraint that a
face can only appear once in an image. Unlike tlséisdies of filtering the text-based
retrieval results, some studies have attemptedréotty annotate each facial image with
the names extracted [11]. Zhang et al examinedrdékearch issues in image mining,
current developments in image mining, particulaityage mining frameworks, state-of-
the-art techniques and systems. We will also ifiesttme future research directions for
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image mining[12]. Smeulders et al proposed a nealldensity score to represent the
importance of each returned image [13].

3. Methodology
The proposed CBIR system consists of Database @&jtion and Image Retrieval.
Figure 3.1 shows the diagram of DB creation andiféi¢8.2 shows the flow diagram of

DB evaluation.
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Figure 3.2: DB Evaluation
The various steps used in proposed algorithm waski®llows:
Step-1: Collect the images from which one wantetdeve the images
Step-2: Change the original RGB color space toggralg;

Step-3: Find Image histogram. An image histograua ¢hart that shows the
distribution of intensities in an indexed or intépsmage

Step-4: Read the images from database one by ahexéact the color and
shape features from the image. Prepare the fedéttabase that contains the
features of all images.

Step-5: Apply k-means clustering algorithm to thattire database.

Step-6: Read the query image and extract the seateré with same method as
used for database images.
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Step-7: Compute similarity between query imageuiest and clustered database
by Euclidean distance and find the cluster closeqtiery image.

Step-8: Display the required no. of images fromgélected cluster.

K-means Clustering Algorithm

The K-means algorithm takes the input parametean8, partitions a set of n objects into
k clusters so that the resulting intra cluster kirity is high but the inter cluster
similarity is low. Cluster similarity is measuradriegard to the mean value of the objects
in a cluster, which can be viewed as the clustegigtroid. It is fast, robust and easier to
understand. It gives best result when data setiatenct or well separated from each
other. The algorithm for most popular K-means dthar as

Algorithm

Given the data set X, choose the number of clugters < N.
Initialize with random cluster centres chosen fithi data set.
Repeat forl =1, 2,...

Step 1: Compute the distances
2 _ 3 T 3 :
Dik_(xk Vi) (Xk Vi), 1<i<gc, 1<k<N.
Step 2: Select the points for a cluster with theimal distances, they belong to that
cluster.

Step 3: Calculate cluster centers

Until

v(l) —v(1 -D #0

n
| | max
k=1

Ending calculate the partitior_l matrix.

4.Experimental results

The own database of 100 images of ten categorieseid to evaluate the performance of
CBIR system. Table4.1 shows that the categoriamafes like Suriya, Sachin, Beach,
House, Flower, Food, River, African, Horse and Maim which are studied in this
research work. All images in database are colarejes and of size 384 x 256 or 256 x
384 pixels.
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Table 4.1: Categories of own image dataset

NSc.). Categories | Images NSc.). Categories I mages
1. Suriya 6. Food

2. Sachin 7. River

3. Beach 8. African

4. House 9. Horse

5. Flower 10. | Mountain

The evaluation of CBIR system is implemented in MAB using the above
proposed algorithm. The image retrieval system dnim clustering algorithm is shown
as Figure 3.1. First, extract the image featuremach image in image database and apply
the clustering algorithm to analysis the similastiof images in the database for
constructing the images clustering database. Figureshows the output of the proposed
CBIR system for the input image using histogramadigation. Figure 4.1 and Figure 4.2
show the retrieval results with and without K-meahsstering algorithm. The upper left
image is the query image. The right part is théeetd images. Figure 4.1 displays the
retrieval results without K-means clustering altiori, while Figure 4.2 displays the
results with K-means clustering algorithm that imsgimilar to each other and to query.
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Figure4.1: Analyzing the input

159



S.Vadivel Muruganand R. Chithra

B Figurs 1

DEade| k|

Query Image

Bl

Im 3: 0698

PR -

Im 6: 0.966

=

Im 9 1333
S

Im 12: 1.587

%‘}5\

File Edit View Inset Tools Desktop Window Help

A NVEx- 2|08 | DO

Im 1: 0.000

Im4: 0748

Im7:1.132

~

Im 10: 1.371

£

[E=8 EoR ==

Im 2: 0.:693

Im 5 0824

Im &: 1.272

Im 11 1.548

Figure 4.2: Retrieval Results for Suriya Query image

Table 4.2: Accuracy of CBIR with 3-D color image

Images : Un
S.No. ?r#aerg)é in M%ﬂ;gg Matching AC((:;J )acy
Database I mage
1. Suriye 12 11 1 92%
2. Food: 12 10 2 83%
3. House 12 8 4 67%
4. | Mountair 12 8 4 67%
Average 7%

In the Table 4.2, the accuracy value of the progasethod is 77% which is much

greater than the 3-D image histogram based method.
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Accuracy of CBIR
7 92%
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Figure4.3: Performance Evaluation of CBIR method based on re,

The pictorial representation of Ta 4.2 is shown on thEigure 4... It shows the
efficiency of proposed method based on accu

5. Conclusion

In this work, an attempt has been made to retribgesimilar images from the databi
based on content based image retrieval method fyyl\8og a query image. Clusteril
technique is working in a real sense as it is again redytie time, the color feature
used to form the clusters here K=2 is specifiedHica current CBIR system. The rets
are improved by using the-means clustering concept. The average accuracy of
this method is 7 tested on different imag
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