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Abstract. The biclustering algorithm based on greedy randechiadaptive search
procedure (GRASP) has two main steps, firstly, Usidr seeds are generated by K-
means clustering; secondly, the greedy randomidagtive search procedure is used to
expand these bicluster seeds so that to get sotter béclusters. However, K-means
clustering assumes that each gene belongs to oelcloster, which is not biologically
valid, because some genes may not belong to omycategory, and K-means clustering
requires multiple runs to determine the numberchisters,” all of which will affect the
identification of bicluster seeds. This paper opi#s GRASP-based bliclustering
algorithm. In this paper, the single column vedioistering is used to generate biclusters
seed, and then the bicluster seeds are added oweseand columns to generate the final
biclusters. Experiment shows that this algorithrn agenerate a large number of
biclusters with coexpression level, and the algaritlso finds more biclusters.

Keywords. biclustering algorithm, greedy randomized adapsigarch procedure, mean
squared residuals
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1. Introduction

The rapid development of gene chip technology hamlyred a large amount of
biological data. How to find useful information frothese massive data has become a
key and difficult point in the field of system bigly. Gene expression data is usually
stored in a matrix where each row represents th@wessgion of a gene under all
experimental conditions and each column of the imagpresents the expression of all
genes under a certain experimental condition. Geqmession data can be used to
determine which genes have similar expression npattevhich genes expression have
changed, and how gene activities are affected uddfarent conditions. Traditional
clustering algorithm is clustering based on alfiladtes of data, and only to find non-
overlapping clustering genes, and a large numbédiadbgical information is hidden in
these local information, but traditional clusteritan not find local information.
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The biclustering algorithm proposed by Hartiganifl¢lustering based on the rows
and columns of gene expression matrices simultatgolhe biclustering algorithm is a
new clustering method, it is to find local simitgrin gene expression matrix [2,3,4,5].
Cheng et al. [6] proposed the well-known CC aldumnit and the biclustering algorithm is
applied to gene expression data for the first tithe, CC algorithm can quickly get the
user specified number of biclustering, But the flsnobvious, substitution of random
numbers will change the original data, which letdmaccurate results and and Can not
find overlapping biclustering. CC algorithm has temproved by Dharan et al. [7,8].
They proposed a biclustering algorithm based oredyerandom adaptive search
procedure (GRASP) to find better biclustering. Blgorithm consists of two main steps:
Firstly, high quality bicluster seeds are generdtg®-means clustering, secondly, these
seeds are grown by the greedy random adaptivetsgaocedure. Although GRASP-
based biclustering algorithm can find overlappinguster, however, the final result of
biclusters and the number of biclusters are larglpendent on the bicluster seeds.
These bicluster seeds are respectively clusterdtieimrows and columns of the gene
expression matrix, and then they are combined nemgge different bicluster seeds.

In this paper, a single column vector clusteringhod is used to produce high
quality bicluster seeds. This method can generatee mhicluster seeds, and use the
greedy randomized adaptive search procedure tondxiheese seeds. In this paper, we
use the mean square residue to evaluate the effdw obtained biclusters, and compare
it with the Dharan et al. [7,8] proposed Biclusterialgorithm, and the validity of the
algorithm is verified. The results show that thgoaithm in this paper can produce better
biclusters.

2. Biclustering algorithm

2.1. The definition of bicluster

Definition 1. SetAas the gene expression matrix, and the gene eigmasstrix is the
expression value of a group of genes under some eriexgntal

conditions.G ={g, 9, ‘-, 9} andC ={c, c,, -+, C,} respectively represent gene set
and conditional seta; is an element in the gene expression ma#ixwhich indicates

the expression value of théh gene under thpth condition. Bicluster is a subset of

genes that have some similar pattern of expressider certain experimental conditions
or under all experimental conditions. The Biclustea submatrix of gene expression

matrix, which can be expressedfs, wherel JGandJ LI C.

In order to measure the effect of bicluster, Cheh@l. [6] defined the average
squared residugHscore) as a bicluster for quantitative analysis. The megnared
residue formula is as follows:

_ Z (aij —a; a4, +au)2
Hscore(l,J) = 212 (1)
1103 |
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28 2.3
whereg, :'Dl'l—l is the average of thgth column,a, =22

DI

iorn,jod
1103 |
that the biclusteA; is defined a® — bicluster . Whered is the maximum acceptable

mean squared residue, #enust be estimated in advance, and each data se& has
differentd value.

is the average of thi¢h

row, a,; = is the average of\;. If 00 >0, it satisfiesHscore(l,J)<d, so

2.2. Analysis of biclustering algorithm based on greedy randomized adaptive search
procedure

Cheng et al. [6] have proved that the search fdubiering problem is NP-hard, and its
operation time is increasing exponentially. The @®Abased biclustering algorithm is a
heuristic method [9,10,11], which requires muckslesmputation than the exhaustive
search method, and-bicluster can be found in a reasonable time . Finding a ielus

an optimization problem [12,13], the purpose of abhis to find a bicluster with the
largest capacity but thdscoresmaller one. The GRASP-based biclustering algorithm
has two main steps. First of all, high quality bster seeds generated by K-means
clustering; Secondly, more genes and experimewniaditons are added to these seeds
by the GRASP to expand the bicluster seeds umtiatrerage square residiscor e) of

each bicluster reaches a predetermined threghotuhd it is different for every dataset.
Dharan et al. [7,8] have used K-means algorithngaoerated bicluster seeds. during
seed generation, the rows and columns of gene ssiprematrix are K-means clustered
respectively. The gene expression matrix is diviohtdP gene clusters ar{@condition
clusters, if each gene cluster contains too mamegeeach gene cluster is further
divided into subclusters, they obtainkdgene clusters ang condition clusters. By
combining these gene and condition clusté¢sx Q disjoint submatrices is obtained,
theHscorevalues of the entir x Q submatrices are calculated, and the submatrices
with Hscorevalue less than the threshold are selected asichester seeds. A bicluster
seed is actually a small bicluster whétgeorevalue is less than the threshadd but
genes and experimental conditions including inusir is not the largest.

During Seed growth, which includes constructionsgsaand local search [14]. In
the construction phase: firstly, a restricted cdatd list is constructed, any one element
in the restricted list is merged into the bicluséeed. IfHscoreof the bicluster seed is
still smaller than the threshold, so the restricted candidate list is updated, aefigs
step extended bicluster seeds. Local search dtarts the Bicluster generated in the
construction stage, where the local search findeva bicluster in the field of the current
bicluster and replaces the current bicluster wheras a lowemHscore. The algorithm
pseudocode is shown in Table 1 [15,16].
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Table 1. Algorithm of greedy randomized search procedure
Algorithm GRASF (Seed
Solution=seed ;
While <termination condition not met> do
Solution« Greedy Randomized Construction (Current);
Solution< Local_Search (Solution);
Current«< Solution;

End

The GRASP-based biclustering algorithm generatgls fuality bicluster seeds by
the K-means clustering method, so the biclustedsgday a decisive role in the final
result of bicluster. It is well known that the K-armes clustering algorithm is easy to
operate, but it has its limitations. K-means Clistgassumes that each gene belongs to
only one cluster, which is not true in biologic&nse, because some genes may not
belong not to only one category, but also belongdweral categories. The K-means
clustering method specifies the number of "clustersadvance, and each gene belongs
to the best "cluster”, but it is not always meafihgAnd how to determine the number
of "cluster", which will affect the determinatiof the bicluster seeds, and then affect the
final bicluster result.

3. Optimization of selection method for bicluster seeds and expansion of bicluster
seeds

3.1. Optimization of selection method for bicluster seeds

In this paper, the biclustering algorithm uses mglsi column vector clustering to
generate the bicluster seeds; the bicluster seedsxtended through GRASP. The single
column vector clustering is similar to individualn@nsion clustering (CLIC) [17]
method. CLIC [17] is an effective clustering methtidht has been tested on larger
microarray datasets. CLIC [17] clustering is moffeaive than traditional K-means
clustering methods. The single column vector chirsgeis a class of genes with similar
expressions under each condition, and more biclgsids can be found, each run found
that the bicluster seeds are the same.

Firstly, a column vector is sorted according to éx@ression value from small to
large, and the standard deviatgth all of all gene expression values in the vector is
calculated. In this paper, the same class of geitesthe same clustering index value to
replace its expression value. The index value ®fgine in each clusterkd (KI 0 Z%).
The index value set of all clusterskig, , The number of genes accumulated in each
cluster set iscount. Initially K, is an empty collection, arabunt =0. The geneis
placed in a cluster set and the standard deviatloK, .., ) of the set is calculated, if

SA(Ky o) SSA(Ky o) and  sd(K, ) <sd_all are satisfied, the

gend belongs to the set and replaces the expressior ahlihe genewith the clustering
index KI , at the same timecount=count+l. On the contrary, if
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SA(Ky count) > SA(Ky; gouni) 0rSA(Ky o) >Sd _all are satisfied, A new cluster is

generated and its index value Kd =KI +1, at the same time, the cluster
indexKl = KI +1is assigned to the geheRepeat this step until all the genes in the
column vector are divided into a small cluster. @elty, the above steps are repeated
in m column vectors to obtaim column vectors with clustering index values, and
them column vectors are reordered according to the malggene order to obtain
newm column vectorsnx mmatrix that is recombined by thecluster index vectors.
Pseudocode for Single column vector clusteringpasv in Table 2.

Table 2: The single column vector clustering
Input: nx mGene Expression Matrix
Output: nx mIndex matrix
The following processes are performechooolumn vectors respectively:
Step 1. The genes in each column are sorted from smédrge, gene set

fromG ={g, 9, --- 9.} oG ={g, 95 -+, 9.} -

Step 2. Initially, set the gene indéx=1and set the cluster index from 1kb .
Step 3. Calculate the standard deviation of all gene esgiom values for one
condition, setitasd _all .

Step 4. When the clustered indexKd and seK,, = NULL . LetK,, be the gene
in the cluster.

a. Set the number of genes accumulated in theeclsst,count = 0.

b. KKI = KKI D{gi}

c. The cluster indeKl is used to replace the expression value of the ijene
the cluster set.

Step 5. If clusterK,, ! = NULL , do:
a. Setount = count +1.
b. Seit=i +1.
c. SeK,, =K, O{g} .
d. When the number of genes in the clustunt , the standard
deviatiorsd (K, ) is calculated.
e. Whil@d(Km ,count) s Sd(K|<| ,count—l) ande(K
i. Sat=i+1.
ii. SeK,, =K, 0{g} .
ii. The cluster indeXI is used to replace the expression value of the
gene in the cluster set.
f.If SAd(Ky o) > SA(Kyy couna) OrSA(Ky, o) >Sd _all, do.
i. SetKl =KI +1.
ii. SetK,, =K,, 0{g} .

y<sd_all, do

Kl ,count
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ii. The cluster indeXI is used to replace the expression value of the
gene in the cluster set.
iv. Setcount =0.
Step 6. Repeat step 4 to step 5 untl =n.
Step 7. Each column of genes has a column index
vectodl,1,2,2,-- Kl — 2Kl = 1Kl }, The index vectors are arranged in the
order of the original ger® ={g,, 9,, -**, 9.} -

Step 8. Them column index vectors are recombined intoxam matrix.

Bicluster seeds are determined from rilkanindex matrix(as shown in Table 3).
Genes of the bicluster seeds in each conditiorladmeled with the same cluster index.
These genes in another condition can be labelddeittier different or the same kinds of
cluster indexes. If genes in the same conditioadadreled with the same cluster index, it
means that these genes with the same cluster ihdex similar expression patterns
under this condition; If genes in other conditicere labeled with the same kind of
cluster index, it means that these genes expregsitiarns are similar in the original
condition and other conditions. In other words, ggeshow similar expression patterns
over these conditions. These bicluster seeds are netevant than the bicluster seeds
selected by K-means cluster, because genes witlasiempression under each condition
are subdivided into many clusters, the number ofubter seeds is found sufficiently
large and comprehensive. Moreover, the same bélggteds can be determined even if
the algorithm is run multiple times.

Table 3: Determination of bicluster seeds

Determination of bicluster see

In thenx mindex matrix executing:

Step 1. Initialization, let bicluster seed set= NULL
Step 2.Under each condition, fer=1,--- Kl , do:

a. Under each condition when the clustering indédxis s, letg(K,)

for rows of genes.
b. Set the conditions for biclusters seed@8t= NULL .
c. Under conditiop=1,---,m, do:

i. When the gene igéK,) row and the condition is thj¢h column,
leg(K, ;) for the set of genes.
ii. If the gene has the same clusteringining(Ky ;) , the
se€S=CSl{c} .
iii. If the element€S > 2 in the seCS .
The bicluster seeds set consistg@K,) andCS

68



Optimization of Biclustering Algorithm Based on GR5&arch Procedure

3.2. Expansion of bicluster seeds based on greedy randomized adaptive search
procedure

In this paper, a greedy randomized adaptive seprobedure [18,19,20] is used to
expand the bicluster seeds, which includes thetemi®n phase [21,22] and the local

search. First, the candidate €g(G, ) is initialized, the candidate $8{( G, )is composed

of all elements (except the elements in the bieluseeds), second, expand bicluster
seeds. Each iteration according to the greedy ifiomgtto evaluate each candidate in the
candidate séf, (G,),which is used as the basis for entry into therieted candidate
list{t RCL).A randomly selected element from fREL is added to a bicluster seed to
calculate thédscoreof the bicluster seed. If thdscoreis still below the threshold, then
the element belongs to this bicluster seed, Upitleteandidate s€ (G, )and reevaluate

each element in the candidate GgtG,). Each iteration of the candidate €g{G,)
elements and greedy function values should be eddabmptly to reflect their changes,
which is the embodiment of the self-adaption fumttin the algorithm. The greedy
function [7,8] in this paper is:

g :{SDC:L(G]) | HSCOdeD S) s Smin +a(smax_smir)} (2)
with S ., = min{Hscorg(SC g) | OsOC,(G))}
S, = Max{Hscore(SO s) |[OsOC, (G,)}, C, is condition candidate sefs, is gene

candidate setg is the parameter to builRCL (a O[O,---,1]), RCL consists of greedy

functions from the candidate set to choose somhb higality elements. The size of
theRCL is an important factor affecting GRASP performanites choice ofa affects
the size of th&®CL , and the quality of the elements in REL largely depends on the
parameteq .

At present, many studies [23,24] have proved thaidtr values can not get high
guality feasible solutions. On the contrary, whée fparametesr changes within a
certain range during the iteration, a higher quailution [11,24] can be obtained, and
the algorithm has higher flexibility. In this alggmm, adaptive method is used to
adjusta . Differenta values are used in different iterations, ang \alue is selected

from discrete seR={a, a,,---, a,} every iteration. The average square residue of
biclustering obtained from previous iterations ged as a guide farselectionp, is a
probability related to the selectionafi [l (1,---,m), which initially makes alp equal

to—, and periodically reestimates the selection priibalp according to the value of
m

the feasible solution during the iteration. Kebe theHscoreaverage of the biclusters

obtained during the construction of phas&y;. The probabilityp is updated regularly
according to the following formula [24]:
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pl —_ qi (3)

!
i=1

1 . . , S .
whereq :X,(I =1,---,m). Therefore, in the next iteration, is reselected according

to the updated probabiliy in order to produce a better bicluster. The albamitof this

paper is the same as the method of seleatiog GRASP-based biclustering algorithm,
wherea [1[0.25,---,0.60.

Usually, the quality of the bicluster obtained dgrithe construction phase is not
high, so the local search can improve the resulthefbiclusters and obtain a higher
quality of biclusters. The basic idea of local sbds to iteratively search for the optimal
solution in the neighborhood of the existing salntithe optimal solution can be used to

replace the current solution. L$be the current solution, I8tbe the local solution to
the adjacent solution, Hiscore(S) < Hscore(S), then use the adjacent solut®rio
replace the current soluti&

4, Simulation and analysis of experimental results

4.1. Dataset used

The biclustering algorithm in this paper is impleneal in R software, and tested on
Yeast Saccharomyces Cerevisiae cell cycle expressitaset. The data is stemmed from
[25] and is based on Tavazoie et al. [26]. The da&icontains 2884 genes and 17
experimental conditions (experimental conditions &me points), and there are 34
missing values in the data set, and -1 is a misgithge. All expressions are integers in
the range of 0 to 595. The valuedif the maximum allowable dissimilarity between the
genes and the conditions, while the higBeindicates the decrease homogeneity.
Therefore, the threshol=200used in this paper is the same asdhalue in the
GRASP-based biclustering algorithm.

4.2. Comparison of results between this algorithm and GRASP-based
biclustering algorithm
In this paper, the method of seed selection basgaRASP-based biclustering algorithm
[7,8] is optimized, that is, how to obtain high fuyabicluster seeds. In this paper, we
carry out a single column vector clustering forreaondition. It clustered the genes with
very similar expression level under each conditeomg similar genes are given the same
clustering index. Finally, th@column index vector is merged into the matrinafm,
and the bicluster seeds are determined accordirtigetgenes of the same or different
index in the merging matrix. The algorithm in thiaper and GRASP-based biclustering
algorithm [7,8] are adding more genes and condititma group of bicluster seeds to
expand these seeds ,until tHscore of the bicluster reaches a given threstabld
Assessing the quality of biclusters individualsalsudepends on whether they are
close to the four basic bicluster models [27]. AguRuiz et al. [28,29] have
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demonstrated that the mean squared residuals dafirmhadditive models and no other
models can be found. The mean square regidseore) is a better way to measure
whether the result is close to the addition mod@8l,[and it is also the usual measure of

measurement at the present stage. The size ofusteilS (bicluster contains the number
of elements) is also a criterion for judging theakify of bicluster. Therefore, there are

manyHscoreevolution forms, such dﬂscore/S can effectively measure the quality of

bicluster. The smaller thblscore/S value, the better the bicluster result. Multiple

biclusters are found on the whole matrix, so @l& an important evaluation criterion to
cover the comprehensiveness of the matrix elensrdshe overlap of the biclusters. It
is found that overlapping biclusters should be wered in designing biclustering

algorithms, it is also important that the biclustesults cover all the elements in the
matrix, the biclustering algorithm in this papendand overlapping biclusters and cover
some elements in the matrix.

Table 4 summarizes the results of the algorithnth@ yeast gene expression
dataset. The algorithm in this paper can find 2@tubters, which is far greater than the
number of biclusters individuals found by the GRA&Bed biclustering algorithm[7,8].
Therefore, the gene clusters with similar expres&iaind by the algorithm in this paper
is more comprehensive. In the biclusters discovésethe algorithm, on average, each
bicluster contains 150.5317 genes, with an aveofd®.67 experimental conditions per
bicluster.

To verify the comprehensiveness of biclusters disped by this algorithm, we
calculate the coverage ratio of biclusters in théadmnatrix. If a gene or condition is
contained in at least one bicluster, the gene odition is covered by biclusters. Check
the 2884x 17 data matrix, the 205 biclusters found in this pagmvers 34.77809% of
the genes and all the conditions in the data seteher, the GRASP-based biclustering
algorithm[7,8] not only found fewer biclusters, kalso found that the biclusters only
covered 9.604716% of the genes and 95.29412% afdhdition in the data set. In this
article, most of the conditions in the datasetcar@ained in at least one bicluster.

Table 4: Bicluster results comparison

. The averag
The Gene Condition E??hivg'rca;g;:;ée size of the
method number of coverage  coverage contailnsuthe biclusters
biclusters ratio ratio L contains the
conditions
gene
The method 205 0.3477809  1.0000000 16.67 150.5317
of this paper
TheGRASF
_-based 5 0.09604716 0.9529412 16.2 162.4
biclustering
metho
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As shown in the table 4, the GRASP-based biclusgeslgorithm[7,8] finds less
number of biclusters, and genes contained in soielasbers found in this paper are
slightly less than the genes contained in the bfehs found in the GRASP-based
biclustering algorithm[7,8]. Although the algorithafi this paper found more biclusters,
but these biclusters covered only one-third ofdbaes in the data matrix. Analysis of
reasons: First, the algorithm starts with clustgradl the genes under each condition,
which itself is data coverage instead of partithgniThe discovered bicluster seeds is not
duplicated. Second, through the growth of the Bigluseeds, we get the final biclusters.
If a gene or condition may belong to several bieliss almost every bicluster will have
overlapping parts, so the coverage ratio of thelevdataset is low. In addition, we can
only find the bicluster of the additive model, $istis one of the reasons why the gene
coverage ratio is low. Two biclusters in this papél be depicted in Figure 1.
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Figure 1: The 205th and 110th seed grow into biclusters

72



Optimization of Biclustering Algorithm Based on GR5&arch Procedure

Figure 1 is two biclusters, they are grow from 205eed and 110th seed. They
contain 134 genes, 17 conditions and 149 genesofiditons respectively. Figure 2
shows several other biclusters generated by tharighm, from these figures can be seen
that the results of the bicluster is satisfactarynay find some coexpression of the
biclusters; At the same time, the algorithm usegeedy randomized adaptive search
procedure, can quickly find some smaller biclustest is, a better coexpression level of
bicluster. Moreover, the biclusters found by thigoathm not only covers all the
conditions, but also some biclusters covers fewamditions, that is, the bicluster
individuals with higher levels of coexpression tenfound.
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Figure2: The 204th, 14th, 42, and 194th seed generated biclusters

4.3. GO function enrichment analysis

GO enrichment analysis[31] can investigate thedgjglal relevance of the acquired
biclusters. GO function analysis is used to entlighresults of biclusters. This paper uses
SGD GO Termfinder [32] for functional enrichmentadysis. The bicluster results were
analyzed by function enrichment, which includedeénrfunctions: GO biological
processes (GO BP), GO molecular functions (GO M), cellular components (GO
CC). By analyzing the association between genesfamttions in the biclusters, false
positives (FDR) are used to multiple tests to airtbe estimated p-value to avoid the
more the number of genes contained in the biclusher greater p-value leads to its
feature richness. The results of GO analysis shdheattthe FDR of bicluster was zero in
biological process analysis, molecular functionlgsia and cell composition analysis,
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which indicated that the biclusters found in théger had almost no false discovery rate.
In addition, the p-values obtained by the biclus¥ analysis found in this paper are
very small, which shows that the proposed algorittaa high accuracy. The biclusters
found in this paper are more abundant in functiageahs than biclusters found in GO
BP, GO MF, GO CC and GRASP-based biclustering #lyos [7,8].

5. Conclusion

In this paper, the bicluster seeds are crucidhédicluster results. So it is very important
to find suitable and comprehensive bicluster seadsingle column vector clustering is

used to obtain bicluster seeds to solve the proliffinding biclusters. This method is

more stable than K-means clustering and does nofreemultiple runs to determine the
bicluster seeds. The experimental results also stiaw the proposed algorithm is

superior to the GRASP-based biclustering algorithm.

This article focuses on the bicluster expressierlldn this paper, a single column
vector clustering method is used to generate tbleidier seeds, and the bicluster seeds
are added with rows and columns to generate tla fiiclusters. With the discovery of
the biclusters drew mapping, the biclusters remdtcompared with the biclusters result
of Dharan et al. [7,8]. Experimental result sholhat the algorithm finds more biclusters,
and computing time is also acceptable. Howevelsit explains a problem, although the
algorithm in this paper finds more biclusters, gans that some genes and conditions in
these biclusters are highly overlapped. At the sime, we can only find the additive
model bicluster. In future studies, further considien may be given to discovering the
bicluster of other models so that a more efficlinlustering algorithm can be obtained.
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