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Abstract. In this paper, we studied the distribution of gloEnguages; we set up a
multivariate prediction model to predict the numbdistribution of languages. A
multivariate dynamic rough model was used to ptetlie geographic distribution of
languages, and predict the distribution of languadhe next 50 years.
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1. Introduction

There are currently about 6,900 languages spoktreiworld. The trend of globalization
not only profoundly changes the economy and society also affects the trend of
language development. Currently, more than 90%nt&rhet information is in English;
More than 60 countries make English the officiasemi-official language; It is also the
main language of diplomatic and international tradéese factors, coupled with
economic development, geographical endowments, rgment promotion and other
factors, Make English to world lingua franca. Hoerv some languages have
disappeared. The number of languages has beerantnstecreasing. Therefore, in our
globalized world, it is of great research significa that people study the changes in the
distribution pattern of languages.

At present, people are studying more and more kgest In [4,5], the author
studied the natural distribution of language, dmal ¢urrent distribution pattern of each
country's language. In [8,11], the author furthedi&d the evolution process, influencing
factors and distribution of Chinese dialects. In7[8], the author studied the current
migration patterns, spatial distribution patternd arediction methods of the population.
For the current dynamic prediction, there are atsmy methods. In [10], the author uses
a population migration algorithm based on artifidish swarm algorithm to predict the
population. In [13], the authors used a multi-fagicedictive model of gray technology
and wavelet network fusion to predict things. Thare also many methods for the
prediction of spatial distribution. In [12], thethar used a multi-factor dynamic coarse
prediction model to predict the dynamic tourism dech In [14], the author studied the
classification of spatio-temporal data models afggaphic information systems.
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In this paper, we set up a multivariate predictrandel to predict the number
distribution of languages. A multivariate dynamaugh model was used to predict the
geographic distribution of languages. To bettedtile distribution of global language
in changing trends.

2. Population distribution

In order to simulate the distribution of variouseakers according to the forecasting
trend, we describe the number distribution andialpdistribution. As the population
growth rate of the birthplace of language direetffiigcts the number of people, this factor
has a direct relationship with the distribution.eTinore developed the economy of origin
is, the more traffic there will be in the regiordahe closer the economic exchanges will
affect the language distribution. The larger thenber of language learners, the more
closely it is distributed. The larger the numbeipebple who move into the language in
each year, the greater the number of people whdy diue language, thus these are
affecting the distribution of the language. Largempanies play a crucial role in
international exchanges, language requirementsatse very strict. Therefore, the
proportion of the members of a large corporationaiso related to the language
distribution.

Through the above description, we extract the impmdcfive major factors on
language distribution: population growth rate, GDRimber of language learners,
number of residents who move in, and compositidio raf language of large-sized
companies.

2.1. Improved wavelet neural network structure
We first consider the BP neural network three-8&ucture, the data are trained to
achieve the trend prediction of various languadecause the historical data of the
influencing factors have the characteristics ofdmanness and non-linearity, and the
importance of each factor on the predictive objétiso different, with gray causality,
and the original sequence of the predicting objéstgoncrete and has the ginkgo
character. In the sample Small capacity and snaaipde information will reduce the
prediction accuracy of the wavelet network modelw® embed the ashing layer at the
input end to weaken the randomness of the obsetatdand enhance the regularity of
the data.

In order to describe the quantitative distributioh various languages, we
establish the following multi-factor prediction nedof fusion of gray technology and
wavelet neural network.

2.1.1. Build wavelet neural network
We are considering the three-layer structure ofn@Bral network, thus we construct a
neural network that uses wavelet bases insteadeofon activation functions, input

variable is X :(xl,xz,---,xn) and output variabl&’ ,the neuron activation function of
the input layer is set as a linear functidp(X) =X, input layer and hidden layer
connection rights for they, i=142--,nj=12---,m), the hidden layer neuron

2
o o : (-2 . "
activation function is set to Morlet functidg(x) = cos@.75x)e 2 , & is scalability
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factor of the hidden layer neurons ar‘ﬂq is translation factor of the hidden layer

neurons, hidden layer and output layer connectights for theu,(j=12,---,m),

thus the entire neural network

X!

_— . 1
output layer neuron activation function fg(x) = 1
+
model is

m ZVM b,
y= fs(zuj fz(lﬂa—)) (1)
=1 j

Figure 1: Wavelet neural network structure

By studying sampléXx,, , X,, -+, X, ),K=1,2,---, L, we can get

A m Zviixik ~b
y= fs(z uj fz (Iﬂ—)) (2)
i1 g,
Learning principle is
L 2
minE=Z(yk_9k) 3)
k=1

2.1.2. Establish data ashing model
Suppose that the observation of tth (i =1,2,...,n) influencing factor satisfies

X..20t=122---,N, the data is ashed using the first-order accumonldechnique,

it =

the data ashing model is A.
xif?:zt:xi,k i=12..,N
Then we can get -
xif?:ixi,k i=12---,n t=12--,N
k_1xi<}l>:xi,1 i=12--,n
XQ=XQ+X, i=12-,nm t=23-,N

3
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the prediction object original data sequefifte t =1, 2,---, N remains unchanged.

2.1.3. Establish wavelet neural network model

The gray data of the influencing factors and thigimal value of the forecasting object
(Xﬁ), Xz(lt) “ ,flt),Y) (t=142---,N) are used as learning samples to train the

above wavelet neural network and we can get theelsanetwork model:

ZVII X @ _
YO = f (Zu f ('—1—)) @)

2.1.4. Establish a predictive model
Using the ashing model, ashing of the raw dXtar (X ., X, ni1r s X nse) O the

influencing factor N + 1 is as follows:

X(:Rlﬂ_x'(l) +Xi,N+1 I :lz’.”’n

The ashed datéX.%,;, X X1, X&,,,) is substituted into the wavelet neural network
to obtain the gray prediction value:
® _p
m ZV Xl N+~ M
Vi = 1 (20 (% ) (5)

i

ThatY inthe N + 1 period of the forecast value.

Wavaelet \ Train learning
neural

network

Fusion
prediction
model

Vi

X', x11
Figure2: Multi-factor Forecasting Model on the IntegratiaihGrey
Technology and Watdletwork

Using the multivariate prediction model establistadmbve, we can predict the 26
languages using MATLAB. First, we predict the imfhcing factors and then substitute
the predicted influencing factors into the modelwe can predict the number of native
speakers and total language speakers in the nexe&3 respectively, and we have
carried on the screening to the earliest languaged, kto some commercial
communicative language and the local dialect bex#lusy have not the language form
essentially. Therefore, we eliminated these langsiagnd did not participate in the
rankings, that is, the number distribution trend Snlanguages was obtained.

We extracted nine years of data, that is, from 2012017, five years of data for the
training function, the last three years of data tfog results of the test, Predicted the

number of native speakers in each language, wihgdbllowing result(Unit: million)
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Table 1: The total number of native speakers of Englishaddarin each year

years 2019 2020 2021 2027 202B 2024 2025 2026 2022028
numberl | 387 418 415 474 482 481 49p 499 521 585
number2 | 896 902 913 911 923 934 931 9714 958 997

years 2029 2030 2031 2037 203B 2034 2085 2036 2032038
numberl | 576 572 610 647 641 684 68b 721 741 762
number2 | 101§ 1023 1075 1103 1176 1215 1347 1399 5 1401426

years 2039 2040 2041] 20472 2048 2044 2045 2046 2042048
numberl | 755 784 799 797 801 821 838 829 855 867
number2 | 14445 1472 1497 1503 1529 1542 15p4 1858 2 1p61577

years 2049 2050 2051 2057 2058 2034 2055 2056 2052058
numberl | 873 884 892 901 923 944 956 949 959 967
number2 | 1578 1642 1588 1692 1726 1842 1833 1876 2 1991997

years 2059 2060 2061 2063 2068 2064 2065 2066 2062068
numberl | 987 996 1001 101§ 1026 1084 1160 1247 1289302
number2 | 2103 2127 2247 2274 2310 2341 23p4 2394 1 2402441

Numberl indicates the number of native speakeEnglish, number 2 indicates the
number of native speakers in Mandarin Chinese. iOthgults can be obtained in the
same way. Thus, we can get the change of the nuafbwative speakers in the next 50

years.

From the above results we can see that most laeguailj increase over time, with
fewer languages going down. Due to local economiuwditions and the war and other
reasons, leading to fewer and fewer speakers. Andam conclude that in the short term,

any of the top ten lists will not be replaced blgestlanguages, but for a long time there

will be situations in which the language will belaced by the latter.

We can then use the same model to get the totabeumf speakers in each
language (Unit: million):

Table 2. The total number of people who speak English aaddarin each year

Year: 201¢ | 202C | 20271 | 2022 | 202% | 202¢ | 202t | 202¢ | 2027 | 202¢
Number 1| 997 | 1047 | 1154 | 1237 | 137« | 1447 | 1512 | 158¢ | 1601 | 1654
Number2| 1097 | 111% | 117¢ | 117F | 121« | 122€ | 1237 | 124¢ | 124¢ | 125]

Years 202¢ | 203C | 20371 | 203z | 203 | 203« | 203F | 203¢ | 2037 | 203¢
Number 1| 167¢ | 1711 | 174% | 1747 | 181( | 18471 | 1887 | 187¢ | 190% | 194.
Number2| 1317 | 131F | 132¢ | 1347 | 134« | 134¢ | 1382 | 1441 | 1471 | 144¢

Years 203¢ | 204C | 20471 | 204z | 204< | 2044 | 2045 | 204¢ | 2047 | 204¢
Number 1| 199¢ | 202f | 203% | 207¢ | 2112 | 213¢ | 213¢ | 2117 | 214¢ | 218¢
Number2| 1497 | 151¢ | 1547 | 155€ | 157¢ | 1592 | 1634 | 164¢ | 165F | 166¢

Years 204¢ | 205C | 2057 | 205z | 205 | 205¢ | 205F | 205¢ | 2057 | 205¢
Number 1| 221( | 223¢ | 2241 | 225¢ | 2247 | 223¢ | 227% | 2271 | 2282 | 226°
Number 2| 167¢ | 170€ | 1797 | 182¢ | 185¢ | 189¢ | 192¢€ | 198t | 199¢ | 201:

Years 205¢ | 206(C | 2061 | 206z | 2065 | 2064 | 2065 | 206€ | 2067 | 206¢
Number 1| 229¢ | 2341 | 237« | 248t | 2547 | 2577 | 2647 | 2741 | 281¢ | 297¢
Number 2| 2147 | 219t | 2241 | 2287 | 234¢ | 2472 | 252% | 259¢€ | 2674 | 2771
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Number 1 indicates the number of native speakeEnglish, number 2 indicates the
number of native speakers in Mandarin Chinese.

From the above results, we can see that most ofatiguages will increase over
time, fewer languages will be declining, and thenber of native speakers will be much
smaller than that of the second language. For ebarige number of people who predict
English is more and more. Although the number afpbe who learn Mandarin is also
steadily rising, those who may learn English may mere and more after long-term
prediction More, leading to more people than maind&nd we can also conclude that in
the short term, any of the top ten lists of langsaguill not be replaced by other
languages, but for a long time there will be caglsre the language will be replaced by
a later language.

To sum up, we can conclude that, the top tendisgliages will be replaced by other
languages, we have to consider the above factofsid out why:

(1) Due to the respective policies of the countinthe social environment of the country,
the conditions of war and other factors, the pajmragrowth rate in the area will cause
significant differences or negative growth, resigtin a decrease in the number of people
learning the language.

(2) For GDP, showing the country's economic stadtrs, it has a direct impact on the
country's exchange and development.

(3) The rate of studying abroad and the rate olifajon migration also lead to cultural
exchanges and affect the ranking of languages.

2.2. Multifactor dynamic prediction models based on rough sets
Due to the great incompleteness and uncertainthefgeographical distribution itself,
we introduce a rough set to predict the geograpldissribution trend of the language.
Combining the dynamic characteristics of geogragitdéstribution and the data analysis
techniques of the rough set, we obtain the follgwireographical distribution Multi-
factor Dynamic Rough Prediction Model:

We assume that the ratio of a language in the megip, influenced bym factors,

which isX = (X, X;, -+, X)) Uy = (X X000y Xpo Vi), t=21,2,--, nis composed of

the ratio value of language in theperiod and the value of its influencing factors.

Based on the principle of pattern recognition, vean @ssume that there is an
indeterminate relationship between variabk¥sandY :

Y =F(X)
X andY are discrete random variables, and we can get
Y = Y Xy =04, X500, Xy)

2.2.1. Create adecision datatable
We regard the factors that influence the geograbhiéstribution of language as the
condition attributes of rough set theory, that G={x, X,, -, X} ;Language area

ratioy is the decision attribute, namely ={y} ; U ={u,,u,,---,u,} is the rough set
theory domain.
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Thus, we can gex, , as the condition attributg on the attribute value of the object

U,. Y, is the decision attributy on the attribute value of the objegt. The decision
table S=<U, C, O D > is obtained, which is the decision data table rhode

2.2.2. Attribute value characterization, reduction condition attribute set C
According to the attribute dependency calculationmiula, you can get the dependency
degree of the decision attribute dependent ondhdition attribute:

card(POS. (D
Y. (D) = ¥A(POS: (D)
card(U)
if X, is the redundant attribut® of C. As a result, we have achieved the impact of the
geographical distribution of abbreviated languages.

(6)

2.2.3. Extract decision rules

Suppose that the condition attribute reductioriss€”. From the corresponding decision
tableU available classification set and basic decisida sat, which

UIC”={X ;,X,, -, X L, UD={Y,,Y,,-,Y,}
G ={rj : Des..(X;) - Des, (Y )V, @) =22--,N;j=12---, M}
Des_,(X;) is the pattern description of attribu@"’ for patternX, , Des, (Y;) is the
pattern description of attribut® for patternY,, ,uigo) represents the confidence of a

decision rule established estimatvé’ﬁ,’ represents the coverage of the corresponding
conditional attribute pattern in the decision table

2.2.4. Establish a multi-factor dynamic rough forecasting model
We characterizex .1y, Xa 1)1 *s Xmnsay - 1N€ COrresponding object in the decision data

table is set tou we are using the closeness between the oljggt and the

n+l’
influencing factors of the decision rulgs, i(u(nﬂ)), and make use of the uncertain law

between the mode of influence and the problem, aveluiild predictive models. So we
set up the following forecasting model:

N M
9(n+l) = ZACD,k (u(n+1))z IUIE?]) X D$D (YJ ) (7)
k=1 j=1

and

yD (un+ )V(O)
Aoy Uy = 2= —, k=12, N (8)

z yCD,i (u(n+1) )Vi(O)
i=1
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M
Indicates the weight of the forecast mean® x Des, (Y,) to which the influencing

Yoo, (Uniyy) =

j=1

1

1+ HD%CD (Upneny) = Des‘(:D(Xi )H

factor patternX, responds.

©)

Through the above-mentioned multi-factor dynamiagto forecasting model, we
can predict the geographic distribution of langsaged get the geographical distribution
trend of languages. We conclude the following fesctpopulation growth, GDP , number
of language users, area moved into the numberraadhaoved out.

We consider two aspects of the geographical digidh of languages: the description
of the proportion of language in seven continemis #he proportion of languages in a
country. So as to carry on the description of tinguistic geographical distribution
tendency through these two aspects.

In the first case, we choose to analyze Englishusedthe data from 2010 to 2017 to
divide the continents into regions. We predict greportion of the total number of
people who use English in each of the next fewsieRBased on the above multi-factor
dynamic The rough prediction model has the follayviasults:

Table 3: The distribution of English in seven continent2018

islanc Asia | Eurog North South Africa | Oceanii | Antarctic
e America America a
proportior | 0.75 | 0.9C 0.7¢ 0.6z 0.37 0.9: 0
Table 4: The distribution of English in seven continent019
islanc Asia | Eurog North South Africa | Oceanii | Antarctic
e America America a
proportior | 0.7z | 0.8¢ 0.7¢ 0.6z 0.3¢ 0.9z 0

0.93

0.78

NORTH AMERICA

A NTARGCTI“EA

Figure4:

0.62

SOUTH AMERICA
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For the second case, we take the region to coratuanalysis for China. Based on
the estimates of the languages in the top 10itis’918, we predict the proportion of the
total number of people in each of the next few yeand get the following results:

Table 5: The distribution of the top ten languages in Chima018

Mandrin Sranist Englisk Hindustan Arabic
Chinese
0.97 0.21 0.7z 0.2: 0.12
Bengal Portugues Russial Punjab Japnes
0.14 0.0¢ 0.2¢ 0.1 0.2:
A\
v

Figure5: The distribution of the top ten languages in Chma018

We can get the above chart, most commonly used himaCis the Mandarin,
followed by the most commonly used is English, tiieer ten languages on the list of
languages in China there is a certain percentagé, avcertain diversity, and more
diverse languages.

To sum up, we predict and study the number digibhuand geographical
distribution of languages respectively, and getdéeelopment trend of each language in
the world.

3. Test: test differencetest
1. The basic test process is as followS” is the original sequenc&® is the model

simulation sequence, ardl is the residual sequence. In whigtk) = x© (k) - X9 (k)
(k)

the relative error sequences= (A, A,,---,A,) ,and A, = T(k)
X

and A, are the

, , — 1< . ,
relative error of the K point, and thA = —ZAk is the average relative error, and
k-1
p=1-A is defined as the prediction accuracy.
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We use the data after the test for three yearstt€g= 0.1790969, P=1, due to

C< 035 P> 095, so the prediction result is excellent.
2. We also get from the above residual anal¢as 0.3217, P =0.9514 because of
C< 035 P> 095, so the forecast result is qualified.
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