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Abstract. In this paper, we address the problem of acquigimiglance images for use in
joint up-sampling of high dynamic range (HDR) imagA guidance image is usually an
unprocessed high-resolution image that is indispiglesto joint up-sampling, which is
aimed at accelerating a large class of image psoug®perators. However, the guidance
image is blank-posed in joint up-sampling of theRdBhage, which involves the process
where multiple low dynamic range (LDR) images withrious exposure times in the
same scene are synthesized into one image withasegrdynamic range; Such many-to-
one operations limit joint up-sampling in being bgg to this field. To this end, we
propose an HDR guidance image (HGI), which is aagentype generated by weighted
averaging LDR images into a single with rich comtoformation. The huge advantage
of joint up-sampling is that the cost of running thriginal algorithm is at a greatly
reduced resolution. Since HGI synthesis takes aBaiims, and joint up-sampling of an
HDR image takes about 20-300ms, most operationsbeadone with GPU shaders.
Compared with the conventional methods of HDR imesgm®nstruction, using joint up-
sampling can achieve 3-10 times the performancel@ation. We demonstrate that joint
up-sampling using our guidance images can prodigierbsolution HDR images with
no visible degradation compared to the image prediny the conventional method.

Keywords: High Dynamic Range (HDR); Guidance image; Up-siamp
AMS Mathematics Subject Classification (2010): 94A08, 62H35

1. Introduction
Research in joint up-sampling has yielded a varightyefficient methods [1-3] that
accelerate a large class of image processing aperaint up-sampling can be applied
to one-to-one image operators, in which the inpuat autput image correspond one by
one, such as enhancing detail [4-6], transformihg tmage by applying a master
photographer's style[7,8], and eliminating the &feof atmospheric scattering [9,10].
The acceleration mechanism of joint up-samplingapgproximating the local
transformation model that contains the local maptwéen the low-resolution
input/output pair, and then reintroducing details applying the model to a guidance
image (Figure 1). Unprocessed high-resolution irsage commonly used as guidance
images, which contain the image structure and éapecontour information. Joint up-
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sampling has a strong dependence on contour infammaithin guidance images [2]. In
other words, the HGI must have clear contour inftfon abstracted from the LDR
images and a low noise level. Although both HGId HIDR images are synthesized from
LDR images, they are two completely different images.

High dynamic range image reconstruction is a tephmiused in imaging and
photography to reproduce a greater dynamic randeroinosity than is possible with
standard digital imaging or photographic technigUd®ere are various methods of HDR
image reconstruction. One classic reconstructigmageh that has been widely used is
recovering the HDR image from a set of LDR imagéth wifferent exposure times by
first linearizing the images using the inversehw tamera response function (CRF), and
then averaging them into a single HDR image [11je Treliability of every pixel
measurement is accounted for by using a weightethge.

However, the algorithms of HDR image reconstructoited in Section 2 do not
appropriately consider the computational complexitdich limits the speed of HDR
reconstruction, especially on mobile devices. Galheran unoptimized reconstruction of
a 12megapixel HDR image can take several hundrednds, and post-processing
operations further extend this time.

Joint up-sampling has proven to be an effectiveeseh for accelerating image
operators, but joint up-sampling an HDR image fradow-resolution reconstruction is
fundamentally blank-posed. For this problem, jaiptsampling is inapplicable because
the guidance image has no unique input correspgntbnitself. Recently, new up-
sampling algorithms using neural networks have hgemposed in [12-14] and have
achieved state-of-the-art performance. The autbbf42] claim that the more complex
image operators can be learned by neural netwaithish are trained off-line from data,
and therefore they do not require access to thygnatioperator at the runtime. However,
these methods suffer from the same weakness:rigpgats require data (input) and labels
(output) to match one by one, but the data consfatsultiple LDR images.

To tackle the above-stated problem, we proposeval rquidance image for use in
joint up-sampling HDR images, called an HDR guidamnage (HGI). Clear contour
information and high image purity are necessaryditmms for the guidance image [1].
According to this principle, the problem of up-sdimg the HDR image is reformulated
to HGI synthesis. Because using the weighted aeerafiDR image reconstruction can
maximize the signal-to-noise ratio [11], we werepined to introduce a well-designed
weighting function in HGI synthesis. Although there many similarities between HDR
image reconstruction and HGI synthesis, directlylydpg the weighting functions used
by HDR image reconstruction to HGI synthesis canachieve optimal results. In
addition, observations show that the dark parthef guidance image is susceptible to
noise pollution; therefore, we introduce a noisyelefactor as weighting term, which
results in a great enhancement in both Peak Sigridbise Ratio (PSNR) and Structural
Similarity Index (SSIM). Based on the GPU shadarst algorithm can be easily
deployed on the OpenGL-enabled platforms. Experiateesults showed that our GPU
approach was two orders of magnitude faster tharetjuivalent CPU implementation.
Moreover, compared to the images produced by pextiby the conventional method, it
was demonstrated that joint up-sampling using thepgsed guidance images could
produce high-resolution HDR images with no visitdgradation.
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The remainder of this paper is organized asows: In Section 2 we review tl
original process of HDR image reconstruction anithtjag-sampling algorithms ai
briefly summarized. The method of HGI synthesiprissented in Section 3. Visual ¢
guantitative results together with a discussiongiven in Section 4. Finally, Section
concludes this paper.
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Figure 1: The flowchart illustrates the complete process bRHoint ug-sampling. First,
high+esolution LDR inputs are compressed into-resolution LDR inputs while HDI
reconstruction is perfared at low resolution. Then, the weighted averagth® higt-

resolution LDR inputs is transformed into an HGhieh records edge information ir
large dynamic range. Finally, joint -sampling evaluates the local transformation mi
in a low-resolutionHGI input/output pair, and applies it to the F-resolution HGI tc
obtain highresolution output. The process of joint-sampling is not affected by I

resolution image processing. In other words,-resolution image processing is a bl

box for joint upsampling

2. Related work

This work investigates HGI synthesis and drawsimasipn from the various (-sampling
algorithms. The effect of the weighting function Kl synthesis is like that in HD
reconstruction. Therefore, in this section, airst step to understanding HGls, the the
of weighting function in HDR reconstruction is rewied. Then, a variety of the typic
joint upsampling algorithms that have been currently pregosre reviewed i
categories, and their features, as well ime related issues, are discus

2.1. Weighting function
Many schemes have been proposed for HDR image stootion [11,1-18]. In general,
the HDR image is reconstructed in two steps: fiestimate the inverse of the cam
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response function (CRIf~! that maps a camera's outpo its inducing exposuiEt,,
wheret is the exposure time; then, the HDR image that@pprately corresponds to tl

real-world irradianc& (up to scale) is recovered. Specifically, the radeamap can k
obtained by:

A _ Xiw(z)e; [z

T Tow@ ande; = ti (1)
wherei = 1,2 ...are the indexes over LDimages. Everynethod has its own weightir
functionw(z). The purpose of the weights in (1) is to excludiisater and noisy pixel
intensities from the weighted average. Beyond {as-processing for the radiance
is necessary, such as white balance, gamma comeetid tone mapping [19,20]. Figt
2 shows the general steps of HDR image reconstrucidditicnal complexities aris
when objects of the scene or camera move betwess, gind thus images with differe
exposures should be deblurring [:

HDR synthesis postprocessing

HDR image

radiance map

LDR images

Figure 2: The traditional HDR image reconstruction approdsrst, pixels in the LDF
images are mapped the scene radiances using CRF, and then the mayipfedmages
are synthesized into a radiance map by a weightecage method. Finally, an HC
image can be displayed on the screen after a sErjEss-processing task

In the past decade, seveweight functions for HDR image reconstruction h
been proposed. Debevec and Malik [17] suggestedtafumction (Figure 3(a)) thi
assigns higher weights to outputs in the middlehef camera dynamic range beca
they are the farthest from both the erexposed and saturated outputs. Becaus
points with large slope are regarded as unreliditsunaga and Nayar [18] propose
method that assigns weights to the output accondirige derivative of the inverse CF
However, the hat function and ivative type function have proven to be far fr
optimal in terms of SNR [22]. With -depth research, the noise model under
assumption of compou-Gaussian noise and exposure time have also bemaucec
into weighting functions [15,16], which rets in the weight decreasing linearly with -
digital output noise level, and increasing with éx@osure tim

The weighting function used in HGI synthesis hasewariations with HDR imag
reconstruction. First, the HGI only needs to eliat@the intrference of the saturated a
noise pixels; the transformation of CRF is not iezph Secondly, some of the weic
functions used to estimate the radiance map aredogutational and difficult to deplc
on the GPU platform. Considering this, the weifunction proposed by Neve et al. [Z
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was selected, which contains an extra denoisingrfathe extra factor should be rela
to the noise level of the LDR images. Howeverdepth research on this was
conducted by the author, and the factor wmply predefined as a constant 1. The re:
for this is that noise estimation of a single images a challenge before their article \
published, especially for the images with rich tees

Chen et al. [23] solved the related problem of @astimatin on a single imagt
They provided rigorous analysis of the statistieddtionship between the noise varia
and the eigenvalues of the covariance matrix ofhzst within an image. Their wo
solved the problem through eic-decomposition of the covamce matrix,such as
Principal Component Analysis (PC.

For our method, the extra factor in Neve et alifsction is replaced with the noi
estimation term proposed by Chen et al. [23]. la tlegenerate case where the €
factor is assigned with a nstant of 1, our representation is equivalent toeNet al.'s
function. The proposed weighting function can esttnamore contour information fro
LDR images compared to the previous one. The stinthEs1 has low noise and cle
contour information, whic helps the joint ugampling algorithms achieve better res

@) (b)

Figure3: Coordinate diagrams of two kinds of weight funct: (a) The hat function. (k
The weighting function proposed INeve et al., who suggegst= 1,i = 1,2 ...Compared
with (a),(b) can keep the image structure fromadtgin and remove saturated pixels
the same time.

2.2. Joint up-sampling
Joint upsampling the lo-resolution processed image to the highelution outut has
received much attention. Prior work in this direnthas been aimed at generating a-
resolution output given a Ic-resolution input and a higtesolution guidance image, st
as joint bilateral ugampling[3], guided image filtering [2], andilateral guided u-
sampling [1]. While those algorithms have made aistanding contribution to tt
acceleration of image operators, joint-sampling an HDR image still has a lack
research, and therefore we extend this approatttistares

Joint bilateral ugampling (JBU) [3] applies a bilateral filter tcethigl-resolution
guidance image and l-resolution input to obtain a piecewisaoothing hig-resolution
output. The implementation of this algorithm is ple First, the low-resolution outpuis
linearly interpolated to a hicresolution. Then, the higtesolution output is processed
the interpolating image and guidance image usitaddral filter. Such operations requ
a large amount of computational resources, ancefim&r many algothms have been
presented to accelerate the bilateral filte-26]. We chose to accelerate the JBU u:
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the bilateral grid [25], which is a high-dimensibrdata structure that enables fast
processing of the bilateral filter. In this methdmages are expressed by homogeneous
coordinates at a high dimension, and then theyizided into separate grids to execute
the operations of the bilateral filter. The gretdvantage of this data structure is that
most calculations in the bilateral grids are lingad can be parallelized in the GPU.

Guided image filter (GF) [2] works by fitting line#ocal transformation functions
between overlapping local patches in the input enagd a guidance image. This
technique is applied to up-sample low-resolutiois@eeduction, HDR compression, and
depth maps into high-resolution ones that respalor discontinuities of the real scene.
The GF can perform as an edge-preserving smootimatator like the bilateral filter, but
it has better behavior near the edges. Besidesthingamages, the GF also has splendid
effects on up-sampling.

Bilateral guided up-sampling (BGU) [1] fits an imeagperator with the grid of local
transformation models on the low-resolution inputpoit pair. The high-resolution output
is then generated by applying the local transfoionatnodel to the high-resolution input
image. Compared to a GF, this method works welhwlte nonlinear image operator
while achieving higher PSNR and SSIM.

This paper focuses on the acquirement and utiimatif the HGI because all the
details of the HDR reconstruction and post-procegsire in a black box for the up-
sampling process (Figure 1). In the case of udiegHGlI, the joint up-sampling of the
HDR image has no difference to the one-to-one in@agrators. The advantages of the
HGI include stronger applicability and generalityhich can easily be extended to the
various up-sampling algorithms that are supported guidance image.

3.The synthesis steps of the HGI
The purpose of the HGI is to provide a low-noisggespreserving guidance image for
joint up-sampling. The HGI is acquired by combinkigR images, and each pixel in the
HGI is the weighted superposition of the same doatd in the LDR images. The weight
makes the following contributions: 1): Eliminatisgturated pixels outside the dynamic
range of the camera. Overexposed or underexposstdgrhphs often show large areas
of light or dark. 2): Giving more weight to the iges with lower noise. Images under
low illumination usually have a lot of noise. Innsmary, the weight is measured by both
the pixel value and the noise level of the imageth& same time, the weighting function
should not weigh non-noise pixels; otherwise, thigee information may be lost.
Considering the above, the weighting function inIHBd HDR image synthesis has
several differences, and we chose the functionqaeg by Neve et al.[22] (Figure 3(b)):
w;j(2) = v; exp <— %) @
wherez is a pixel intensity, withz,,;q = (Zmax — Zmin)/2 + Zmin @Nd Z,q, are the
boundary intensities of the image's dynamic ramgspectively; jis the index of the
LDR images; and each LDR image has its own fagigy = 1,2, ...). Experimentally, it
was found thata = 200 and b = 0.02 gave a good trade-off between noise suppression
and saturation consideration; however, these twgampaters depend on the
characteristics of the specific camera and can djasted. The flat interval of (4)
increases with the value af andb affects the steepness of the function.

64



Joint Up-sampling High Dynamic Range Images witBuidance Image

It was found that the extra factgs in (2), which was assigned with a constant, was
not the best solution because each picture in iR Images has a different noise level.
Hence, the original weighting function being used the HGI had even worse
characteristics than weighing the LDR images withthe factor. The extra weighting
factory; was redefined for each LDR image and is given by:

y =2t =12..) )

Yi=10i
whereo is the noise standard deviation of LDR imagesh&following section, a review
is given of the estimation steps of noise varianéeproposed by Chen et al. [23].
Given a multi-channel imade with size M X N X c, it can be decomposed into a
number of patche®; = {x,};—,, which contairs = (M —d + 1)(N —d + 1) patches
of sized x d x c from the image, andx, is rearranged into a vector with size: cd?..

Then, the eigenvalues of the covariance maix= %Ziﬂ(xt —w (x, — w7 with

u= %Zgzl x, are calculated. Finally, the noise variawéeis acquired by finding the

median of the eigenvalues &f,.. Table 1 shows the pseudo-code that estimatasoibg
standard deviation.

Require: The Observed Images RM*Nxc
1: Generating datas&t = {x;}7-,

1
2ip= ;22;1 Xt

3= §Z§=1(xt — ) (e — W’
4: Calculating the eigenvalugs;}i_, of the covariance matri@with r = cd?and order
}\1 2 }\2 2 2 )\T'
5:fori = 1:rdo
Cor=—L1 T 4
6: 1= r—i+1 J=lﬂ7
7. if tis the median of the sgt;}_; then
8: o =+/tand break
9: endif
10. return noisy level estimati@an

Table 1: Estimation steps of image noise standard deviation.

Finally, the HGI is recovered as follows:

A 2jw(z))zj

2= 5w @)
which is a pixel-wise weighted average of the piales in the different LDR images.
Formula (4) is essentially a variant of Formula. (Ejgure 4 shows the differences
between the HDR image and the HGI, which reflecthanlocal contrast, brightness, and
even color orientation. The HGI can express conitrcformation more fully, which is the
necessary requirement of joint up-sampling.
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4. Experiment

In this section, the joint --sampling results of the HDR image are describe@. IDR
image was ugampled by synthesizing LDR images into the HGI tath applying join
up-samplingto the HGI to acquire the hi-resolution output, as illustrated in Figure
Both BGU and GF require the I-resolution HGI to fit the local transformation mac
which records the local map of the lresolution input/output pair and then applies
model to the highresolution HGI. The implementation of JBU is addais: First, the
low-resolution output is enlarged to a high resolutibinen, the scaled output is filter
with the highresolution HGI by using the bilateral filter. Fdnig study, becese it was
sufficient for the experimental requirements, sienjihear scaling was used to compr
the highresolution HGI or enlarge the l-resolution output. Both PSNR and SS
served as the evaluation metric (a higher value better) because the sle metric
PSNR is known to have limited correlation with ggotual image fidelity [27

HDR

HGI

Figure 4. Local enlargement of the HGI and HDR image. Cleartour information o
the HGI facilitates the -sampling process.

The proposedmethod was evaluated, including HGI synthesis amidt jug-
sampling, on a laptop CPU and GPU. The GPU combsiefethe NVIDIA GeForce
MX150, NVIDIA GeForce GTX 1060, and AMD Radeon RRMgraphics cards, whic
feature unified shaders. The CPU was an ICore i7 8700 (3.4 GHz processor and ¢
MB cache). In developing the HGI, a major goal wasfacilitate parallelization o
graphics hardware. The benchmarks showed that GRd, the bottleneck lied in tt
weighted mean stage where the cost was domi by a pixel humber. We toc
advantage of hardware texture units on the GPU fliciemtly perform weightec
averaging.

First, the benchmark varied the image size whilepkeg the patch size of noi
estimation parameters consted =8,c = 3). The same LDRmages were used at varic
resolutions, as shown in Figure 5. In addition,dkierage runtime was recorded over-
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iterations at the same resolution. Table 2 illuegahat the runtime of HGI synthesis v
linear in the image size, and ranged frc.3ms to 72.6ms on the GTX1060. On the C
platform, multithreading technology was used to synthesize the biked on th
OpenCV. For comparison, the CPU implementation ednfjom 170ms to 5s on tl
same inputs. In contrast, desktop GPU platforms &aatter performance, which
related to the pipelines and clock frequencies. Hik¢ on was synthesized on the G
through offscreen rendering, which was executed on the comenod OpenGL 4.t
using only a simple vertex shader and fragment eshaflhe tsting code can kt
downloaded frontttps://github.com/hans8638/HGI.

Exposuretime=1/2! Exposure time=1/6s Exposure time=1s
1SO=800 1SO=800 1ISO=800
Noise level=1.7 Noise level=2.30 Noise level= 3.27

Figure 5: A series of LDR imag¢ and their partial enlarged detdllhe exposure time
were: 1/25, 1/6, and 1 s. Shot by a Canon PowerGhX

Resolutior MX150 GTX1060 RX480 CPU
800*60( 8.2ms 2.3ms 3.1ms 172
1024*76¢  11.7ms 3.5ms 3.8ms 23msS

1280*96( 21.2ms 6.1ms 5.9ms 3265
1440*108( 27.3ms 7.8ms 7.4ms 41618
1680*126( 34.6ms 10.2ms 11.3ms 69O
1920*144( 47.5ms 13.5ms 12.4ms 7309
2560*192( 89.4ms 25.7ms 23.8ms 15629

4352*326¢: 241.2ms 72.6ms 67.6ms 50282

Table 2. The synthesis time of the HGI under the mainstreasolutions. By contras
desktop platforms had the best performance, wriatelated to the pipelines and clc
frequencies
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Next, the original HDR construction method propobgdGranados et al. [11] wi
compared with the joint +sampling method from Section 3 using a series oRI
images shown in Figure 5. Figure 6 shows that thvareeno visual difference between
two appoaches. From the local enlargement, the jointtheflight box were restore
well, in addition to the texture of the wall beimgry clear. A striking acceleration w
also obtained: for the original HDR reconstructi®8 s was needed within LDR imac
under 4352X 3264 pixels, whereas in the case of BGU usingHB6¢ only 241.2ms wa
needed for estimation (GTX1060). For the qualityapaeters, BGU achieved 38.53
in PSNR, which was an improvement over GF by 0.5&d8 JBU by 5.33dB. W
suggested usinBGU as the preferred algorithm for joint-sampling because it has
stronger image local transformation fitting abili;yd a shorter processing time.
improve the reliability of the experiment, a test sontaining 30 sets of LDR pictur
was madewhich included most exposure models in real lifiguFe 7 shows some of tl
experimental results.

Groundtrutt JBU GF BGU
PSNR=33.197819 PSNR = 37.946282 PSNR=38.53046
SSIM = 0.958972 SSIM =0.977612 SSIM=0.98308

Time=5.8¢ Time=1.76s Time=2.5s Time=320m:

Figure 6: Qualitative results among the three joint-sampling algorithms. For ea
method, the highesolution output and partial enlarged details sirewn. The groun
truth was obtained by Granado et amethod and processed by tone map

5.Conclusion

We presented an image type for use in the joi-sampling of an HDR image, call:
HGI. The new image type is aimed at efficiently gerting higl-resolution output with

low-resolution input and an H. By weighted averaging the LDR images into

image, the contour information of real scene carfullg extracted and the additior
noise level term can be helpful in improving thewacy of ursampling. The hig-
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speed synthesis of the HGI on GPU was realized¢ciwipiaves the way for mobile
applications. Experiments showed that the propd$€d could achieve the excellent
visual performance while requiring 3-10 times leb& computational time cost.
Obviously, BGU had the best parameter performarmoeng the three up-sampling
methods in the experiment, while maintaining a &&torunning time; therefore, we
recommend BGU as the preferred method of up-sampNeeural networks up-sampling
has a great advantage in learning local transfeomatbetween input/output images, but
our article did not investigate the applicatiorHs3l in such algorithms. In the future, we
plan to develop HGI in this direction and hope mm@searchers can participate in it.

MNommnal-exposure

Over-exposure

HGI

Up-sampling result

Ground truth

PSNE.=30.935619 PSNE=28.720730 PSNE. = 29909883 PSNE.=29.007350
SSIM=0.9460532 SSIM= 0933037 3SIM= 0943091 3SIM=10933776

Figure 7: Some qualitative results on images from our testdee unified up-sampling
algorithm adopted in this experiment was BGU. Theeo from top to bottom is an
under-exposed image, a normal-exposed image, anespesed image, the HGI, the
joint up-sampling result, and the ground truth.
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