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Abstract. In this work, we have presented a novel methodhid the numerical solution
of the linear Ferdholm integral equation of secéimt. This method is based on the
Taylor series multiplied by an exponential functitm approximate the kernel as a
summation of multiplication functions. The presehtaethod has high accurate when
compare its results with the other numerical meshegults.
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1. Introduction

Integral equations, that is, equations involvingiaknown function which appear under
an integral sign. Such equations occur widely wvedi areas of applied mathematics,
they offer a powerful technique for using the imgequation rather than differential

equations is that all of the conditions specifythg initial value problems or boundary
value problems for a differential equation can mftee condensed into a single integral
equation. So that any boundary value problems aartrénsformed into Fredholm

integral equation involving an unknown functionawfly once variable.

This reduction of what may represent a complicatethematical model of
physical situation into a single equation is itszlignificant step, but there are other
advantages to be gained by replacing differentiatioth integration, some of these
advantages arise because integration is a smootiess, a feature which has significant
implication when approximation solution are sough.

There are many papers deal with numerical and acallygolutions of Fredholm
integral equations such as : Raisinghania in Mahidi and Mokhtari in [2], Babolian
and Sadghi in [3], Hana and Roumeliotis in [4], Blalejad and Tavassoli in [5],
Debonis and Laurita in [6], Chan and Rong in [7linar and Sangal in [8], Hameed and
Abbas in [9], Karris in [10] and other researchers.
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In this work, we have introduced a modified numarimethod for solving linear

b
Ferdholm integral equation of second kig@x) = f(x)+)|jk(x,t)y(t)dt. This

method is based on Taylor series multiplied by éxponential function ofxf) to
approximate the kernek(x,t) as a summation of multiplication functiorfs (x) by

N
g,(t) ie. k(x,t)=an(x)gn(t), then use the degenerate kernel idea to solve the
=L

Fredholm integral equation .In this work we havived the Fredholm integral equation
with a=0andb =1, A is areal numberf(® and k(x,t) are real continues functions.

2. Degeneratekernd [1]
A kernel k(x,t) is called separable (degenerate) if it can be sspekas the sum of a

finite number of terms, each of which is the pradota function of X only and a
function of t only,

ie. k(xt) = Z g, (0h (t) .

3. Solution of Ferdholm integral equation of second kind with degenerate kernel

[1,2]
Consider the non-homogenous Fredholm integral éguat second kind :
b
y(x) = £+ A[K(xt)y(t)et (1)

Since the kernelk(x,t) is degenerate or separate we take :

K(x)= 1,099, 0) @

where the functiond, (X) assumed to be linearly independent,
From (1) and (2), we get

Y09 = 13+ (13 1,099, ©Oly(oet @3
or o

Y09 = 1) +43 1,09 0, Oy )
From (3) and (4),I:v1ve geta

Y = F() +Agci f,() 5)
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where the constant€, (i = 1,23,........ n)are to be determined in order to find the
solution of (1) in the form given by (5) .

We now proceed to evalua 's as follows:

From (5) we have

YO = F (O +A3.C, T, 1) ©)
Substituting thei:\jalues of(Xx) and y(t) given in (5) and (6) respectively in (3), we have
£(x) +/1ici f(x) = (X +/1i f (x)jl g, (O1f () +/1icifi (D)}t (7a)
or - " ’ -

>C =31 [0, 0 f et +13°C, [a0f, O (7b)
Now it c

5= o ()M (82)
And

a, :Tgi(t) f; (t)dt (8b)

where 3 and @;; are known constant,
then (7) may simplify as :

ici f.(x) = Zn: fi A B +Aiaijcj}ori f({C -8 _/]_Zn:aijcj} =0 (%)

but the functionsf, (x) are linearly independent, therefore, we can write:

Ci-B-A) a,C;=0i=123..,n (9b)
=1
or
C -AY) a,C, =B i=123..n (9¢)
=1
Then we obtain the following system of linear edqua to determinéC,,C,,...,C,
(1-1a,,)C, - Aa,,C; —..—Aa,C, =P
—A0,C + (1-40,,)C, —...— Aa, C, =B,
_/]anlcl_ AanZCZ _"'+(1_Aann)Cn :ﬁn
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The determinateD(A) of system

1-Aa,, -Aa, ... —-Aa,
-Aa,, 1-Aa,, ... —Aa,,

DA =| : : : : (10)
-Aa, -Aa,, ... 1-Aa,

which is a polynomial inA of degree at most (n)P(A)is not identically zero, since
when A =0, D(A) =1.to discuss the solution of (1), the following sition arise:

Situation I:

When at least on right member of the syst¢f),(f,)......(8,)is non zero, the
following two cases arise under this situation :

(1) if D(A) #0,then a unique non zero solution of systéM),(B5,),.....(5,) exist
and so (1) has unique non zero solution given hy (5

(2) if D(A) =0 ,then the equationg/3,),(5,).....,(8,) have either no solution or they
possess infinite solution and hence (1) has eithesolution or infinite solution.

Situation I1:
when f(x) =0 , then (8) shows thaf3; =0 for j=12,...,n. Hence the equations

(B, (B,),-....(B,) reduce to a system of homogenous linear equéfiba. following
two cases arises under this situation:

(1) if D(A)#0,then a unique zero solutio, =C, =...=C_, =0 of the system
(B).(B,),.....(B,) exist and so from (5) we see that (1) has unigem® solution
y(x) =0 .

(2) if D(A) =0,then the system(5,),(5,),....,(8,) posses infinite non zero solutions
and so (1) has infinite non zero solutions , thesee of A for which D(A) =0 are

known as the eigenvalues and any nonzero solufittedhomogenous Fredholm integral
b

equation Yy(Xx) =Ajk(x,t)y(t)dt is known as a corresponding eigen function of
integral equation.
Situation 111:

When f(x) # 0 but jgl(x)f(x)dx: o,jgz(x)f(x)dx=o,...,jgn(x)f(x) =0
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i.e. f(x) is orthogonal to all the functiong, (t), g,(X),...,g, (X), then (8) shows that

B, B,.....[5, reduce to a system of homogenous linear equatibms.following two
cases arise under this situation.

(1) If D(A) #0, then a unique zero solutidd, =C, =...=C_ =0 then (1) has only
unique solutiony(x) =0.

(2) If D(A) =0 then the system(f3,),(f3,),.....(8,) possess infinite nonzero solutions

and (1) has infinite nonzero solutions. The soluttorresponding to the eigenvalues of
A.

Example 1. [9] To find the analytical solution of the integral atjon

1
y(x) =1+ [ (L-3xt) y(t)dt
We apply the following : °
since k(x,t) =1-3xt that mean k(x,t) separated function f (x)=1 f,(x)
g,(t)=1,9g,(t) =t , f(x) =1, A =1, from equation (6) we obtain
y(x) =1+[C, —=3xC,], then

1-Aay, -Aa, |C | | B 1-ay, -a, |C|_| B
—/10’21 1—AO'21 C2 - ﬂz = —a, 1—0’21 Cz - :32

that impliesC, = g C, :§ and y(x) = 1+[§ -2x].

4. Taylor seriesof function with two variables [10]
Let f(X,Yy) is a continuous function of two variables andy, then the Taylor series

expansion of functionf at the neighborhood of any real numbarwith respect to the
variable y is:

taylor(f,y,a) = Z(y 3" 0"

f(x,y=a
nonay(y)
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and taylor(f,y,a,m)= Z(y nla) ;n
n=o " y

Taylor expansion to the function at the neighbothaowith respect to the variablg

f(x,y=a) that mean them™terms of

Example 2. The five terms of the Taylor series expansion efftmction f (x,y) = €¥
at the points:

1)a=0

2) a=3
as the following :

1) taylor(f,y,05) =1+ xy+l y2x? +% yex® +% y*x?

2taylor (f,y,35) =e* +(y- 3)xe3x+ (y 3)?x? 3x+ (y 3)°*x%e*

+_(y 3)4 4 3X

Remark 1. [9] Since any continuous functiork(x,t) of two variables can be
approximated by the Taylor expansion thereforen thés function can be separated as a

summation of product terms df (x) by g, (t) i.e. k(xt) = Z f.(x) g (t)
i=1
Example 3. if f(x,t) =€, then the Taylor expansion with respect to the weia at

a = 0 with the five terms igaylor (f t,05) = 1+tx+%t2x2 +%t3x3 +i4t4x4,
that mean
f,() =1 f,(x) =x f (x)— x?, f (x)_—x ,fs(x):ixz;

and g, (t) =19,(t) =t,g,(t) —t21g4(t) —t3' s (t) =t

5. Description of the proposed method
In this section we illustrate how the proposed mdtbtan be used to find the approximate
solution of the Fredholm integral equation of Setkimd equation :

This method is based on Taylor series multipliedh®yexponential function of

(xt) to approximate the kernéd(x,t) as a summation of multiplication functiorfg ()

N
by g,(t) i.e. k(x,t):ZTn(x)gn(t) ,then use the degenerate kernel idea to solve the
=l

Fredholm integral equation.
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Let f(X,Y) is a continuous function of two variables and y , then the Taylor
series expansion (multiplied texp(xt) ) of function f at the neighborhood of any real
number a with respect to the variablg is :

exp(xt) taylor (f, y,a) = exp(xt)z(y nla) e Y _fixy=a)
and
exp(xt) taylor (f,y,a,m) = exp(xt)Z(y nla) ;ynn f(x,y=a),

that mean them™terms of Taylor series expansion (multiplied &p(xt) ) to the
function at the neighborhood with respect to the variable

Example 4. The five terms of the Taylor series expansion (ipligtd by exp(xt) ) of the
function f(x,y) =€ at the points:

1) a=0, 2) a=3 as the following:

1)exp(xt) taylor (f,y,05) = exp(xt)(L+ xy + % yix? + % yex® + i y*x*)

2) exp(xt)taylor (f,y,35) = exp(xt)€** + (y — 3)xe** +%(y—3)2x2e3X +
%(y_3)3x3e3x+ (y 3)4 4 3X)

6. Thealgorithm of the proposed method

(a) input the kernelk(x,t)

(b) input the functionf (x)

(c) input the value ofl

(d) input the valuesaand b

(e) input the number of Taylor series' teriNs

() calculate the Taylor series expansion(multighlley exp(xt) ) of k(x,t) with respect

tot,

a)’ 6'

exp(xt) taylor (f,t,a, N) = exp(xt)z(t i f(xt=a)

i=0

(g) from ffind f,(x) and g, (t) ,i = 0,1...,

b
(h) calculater, :Igi(x) f.(x)dxi,j=12..,N

and =J‘gi(x)f(x)dx,j =12...,N
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1-Aa,, -Aa, ... -—-Aay

-Aa,, 1-Aa,, ... —-Aa
(i) calculate the matrixA = A R N

-Aay, —-Aay, ... 1-Aa,

(j) calculate the determinal®(A) of matrix A

(k)if f(x)#0 gotostepn

(I) if D(A) =0 the system has infinite number of solutions, getép s
(m) the system has unique solutiGh=C, =...=C_ =0, goto step s
(n)if B Z0 gotostepr

(o) if D(A) =0, the system has infinite number of solutions,@step s
(p) the system has unique solutieh =C, =...=C_ =0

(q) if D(A) =0, the system has no real solution, go to step s

(r) the solution of system |[£|] = [A,— ]'1[,8i ]T

then y(x) = f(x) +)IZn:Ci f.(X)

(s) end.

7. Numerical results
In the section, we have solved two problems abeedfolm integral equation of second
kind. For the numerical problem, the analyticaluioh ylhas been known in advance,
therefore we test the accuracy of the obtainedisolsl by computing the deviation:
error = absolute(yl-y2), where y2 is the numerscaiition.

The computer programs which we have wused in thiskware coded in
MATLAB 2015 .

Example 5. The approximation solution of the Fredholm integraliation
1 1

y(x) = X+ [{xt +(xt) 2} ot
0

Can be described as :

1 1 1
exp(xt)taylor (k t 15) = exp(xt)x + x2 + (x+%x2)(t -1 —%xz (t-1)°%+
1 5 3. 5 2.
—Xx2(t-1)° ——x2(t-1
e~ (t-1 T t-1%)

which implies that
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1 1 1

f,(9 = X+ X7), £,(0) = XX+ X7), 1,(9 = exp(x) 3,

£, = XX X7), Fo() = eXPAE 2 x7)
and

0,(1) =19, (1) = (t=1),g5(t) = (t -2, g, (1) = (=D, gs (1) = (t -D)*.
Then the approximate solution of this problem is :
1

y2 = 3.6923K + 2.3076&2
the analytical solution of this problem is :

96 60 =
=—X+—X?
i 260 26

Numerical and analytical solutions of this probleam be found in Table 1.

Table 1: Results for example 5

X analytical solutiol approximate solutio error =abs(y1-y2)
yl y2
0 0 0 0
0.t 3.47793872 3.47793117 0.00000754
1 6 5.9999¢/000( 0.0000:
1.t 8.36479585 8.36478424 0.00001161
2 10.6481851 10.6481723 0.00001278
2.5 12.87955115 12.87953746 0.000013694
3 15.0739630 15.0739490 0.00001439
3.5 17.24037391 17.24035896 0.000014950
4 19.3846153 19.384(000( 0.00001530
4.t 21.5107392 21.5107235 0.00001571
5 23.62169533 23.62167935 0.000015979
5.E 25.7197104 25.7196943 0.00001616
6 27.80651479 27.80649849 0.000016300
6.5 29.8834840 29.8834676 0.00001637
7 31.95173379 31.95171739 0.000016404
7.5 34.0121833 34.0121669 0.00001640
8 36.0656010 36.0655847 0.00001635
8.5 38.11263680 38.11262053 0.000016265
9 40.1538461 40.1538:00C 0.00001610
9.t 42.1897084 42.1896924 0.0(001601-
1C 442206407 44.2206249 0.00001584
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8. Conclusion
In this work, we have introduced a modified num&rienethod for solving linear

b
Ferdholm integral equation of second king/(x) = f(x)+AIk(x,t)y(t)dt. This

method is based on Taylor series multiplied by éxponential function ofxf) to
approximate the kernek(x,t) as a summation of multiplication functiorf (x) by

N
g,(t) ie. k(x,t):ZTH(x)gn(t), then use the degenerate kernel idea to solve the
=l

Fredholm integral equation. We have solved the Hobkd integral equation with
a=0andb=1, A is areal numberf(®} and k(x,t) are real continues functions. For
future studies, one can extend this method to dimimerical solution of the Fredholm
integral equation witha # Oand b#1. Also, one can use this method for solving
Volterra integral equation, Fredholm integro-diéfetial equation and Volterra integro-
differential equation.
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