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Abstract. In order to solve the problem of limited detail information retention in multi-

focus image fusion algorithm, a multi-focus image fusion algorithm combining non-

subsampled shearlet transform and Spiking cortical model is proposed. Firstly, the source 

image is decomposed by non-subsampled shearlet transform (NSST), Then the edge energy 

(EOE) is calculated and the low-frequency coefficients are fused by voting weighting 

method in the adaptive region; the high-frequency coefficients are fused by the Spiking 

cortical model (SCM) with the edge energy as the input. Finally, the fused image is obtained 

by inverse NSST. The experimental results show that the algorithm can retain more detailed 

information and has certain advantages in visual quality and objective evaluation. 
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1. Introduction 
Image fusion is to effectively extract the complementary information associated with 

multiple sensors to obtain a comprehensive image with more abundant information [1]. 

Among them, multi- focus image fusion is an important branch in the field of image fusion 

Due to the limited depth of field of optical sensors, it is difficult to obtain an image with 

all the objects focused at the same time. Multi-focus image fusion can fuse multiple images 

with different focus points to get an image with clear focus [2]. At present, multi-focus 

image fusion has been widely used in digital photography, computer vision, target tracking 

monitoring and microscopic imaging Application prospect [3]. 

In recent years, Easley et al. [4] proposed a Non-subsampled shearlet transform 
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(NSST) with infinite decomposition directions NSST transform has good local time-

frequency characteristics, multi direction and translation invariance. Therefore, the multi 

focus image fusion algorithm based on NSST transform can extract the edge texture and 

other details of the source image more effectively and achieve better fusion effect. 

At present, region based fusion rules combine feature level fusion with pixel and 

fusion to achieve better fusion effect than other methods. Guo Di et al. Proposed an 

adaptive region by using the self similarity of a single image and the shared similarity 

between multi-source images. Because the block effect is easy to be produced by simple 

fusion rules at low frequency, this paper uses adaptive region to fuse low-frequency 

coefficients. SCM combines the advantages of PCNN [14] and ICM models, and according 

to the robustness of geometric changes, SCM can reduce the computational complexity In 

the field of image processing, in general spatial domain and transform domain algorithms, 

a single pixel is usually used to excite a single neural source in SCM. However, a single 

pixel can not achieve the goal, so edge energy (EOM) is used to excite SCM and fuse high 

frequency coefficients [5-7]. 

Therefore, this paper combines NSST transform, adaptive domain and SCM, and 

proposes a multi focus image fusion algorithm based on NSST adaptive region and SCM 

Secondly, according to the characteristics of low frequency and high frequency sub-band 

coefficients, edge energy (EOE) is calculated and low-frequency coefficients are fused by 

voting weighting method in adaptive region [12]; high-frequency coefficients are fused by 

SCM ignition map with edge energy as input; finally, NSST inverse transform is used to 

obtain fused image The simulation results show that the proposed algorithm can retain rich 

contour, detail and texture information, and improve the contrast and clarity of the fused 

image [13]. 

 

2. Related research 

2.1. Spiking cortical model 
The neurons in SCM are usually composed of three parts: receiving area, modulation area 

and Pulse emission area. The numerical expression of SCM model is as follows[6]: 
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In the receiving area, SCM neurons receive signals through two channels. One channel is 
the feed input ijs  . The other channel is the connection input ijL  . ijU  Is the dynamic 

threshold，Equation (5) indicates that，By comparison ijU  and ijE  .the pulse output of 

neurons is determined ijY . If the conditions of equation (5) are satisfied, the neuron will 

be activated and generate a pulse, which is characterized by 1=ijY  or 0=ijY  . LV  is the 

magnitude scale term， ijklW is the connection， f  andg is the attenuation coefficient, h

is the threshold activity coefficient.  
The setting of iteration times n  has a great influence on the calculation cost and the 

final fusion effect. A time matrix model with the same size as the source image is used to 
record the firing information of neurons. The expression of time matrix is shown in 
equation (6). 

( ) ( ) ( )nYnTnT kl
ij

kl
ij

kl
ij +−= 1                           (6) 

where T is the time matrix. According to the gray distribution of the image pixels, the 
iteration number n  can be adaptively determined. 
 
2.2. Non-subsampled shearlet transform 
NSST is divided into two steps: the first step is to decompose the multi-focus source image 
in l  -level to obtain the low-frequency and high-frequency sub-band coefficients; the 

second is to decompose the image in multi-scale and multi-direction through the improved 
shearlet filter bank (SFB) [7]. In fact, the coarse multi-scale decomposition image can be 
obtained by using non- sub-sampled pyramid filter (NSPF). That is to say, the source image 
is decomposed inl -level and k -direction to obtain the coefficient with the same size as 
the source image[10]. At that time, it represents the low-frequency coefficient and the high-
frequency coefficient ( )rC kl . When 0=l , it means low frequency coefficient, when0>l , 
it means high frequency coefficient Fig. 1 is a schematic diagram of the two-stage NSST 
decomposition [11]. 
 

                 

Image NSPF  SFB

NSPF SFB

High frequency 
coefficient 

Low frequency coefficient

High frequency 
coefficient

 

Figure 1: NSST decomposition diagram 
 
3. Realization of image fusion algorithm 
The image fusion algorithm is described as follows: source images Af  and Bf  are two 
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matched images with different focal points respectively, rF is the fused image. 

Firstly, NSST is used to decompose source imageAf  and Bf  to obtain coefficients

( )rC kl
A and ( )rC kl

B , respectively. 
Secondly, the edge energy at pixelr is calculated. 

( ) ( )[ ] ( )[ ] ( )[ ]2

3

2

2

2

1 rCErCErCErEOE klklkl ⋅+⋅+⋅=                   (7) 
where， ( )jir ,∈ ， 321 EEE 、、 are: 

















−−

−−
=

















−−
−−
−−

=
















−−−

−−−
=

101

040

101

         

121

121

121

        

111

222

111

121 EEE

           (8) 
 
3.1. low frequency coefficient fusion 

A
lowf  and B

lowf  are the low-frequency coefficients of source imageAf  and Bf  after NSST 
decomposition, and each adaptive region is measured by edge energy. If the edge energy 
of A

lowf is larger than that of A
lowf in an adaptive region, then all pixels in ( )rLs

w∈γ will get one 

vote in this adaptive region of A
lowf , that is: 

( ) ( ) ( )rLvv s
w

AA ∈+= γγγ      1，                            (9) 
where ( )γAv  is the counter at spatial positionγ . The initial values of ( )γAv and ( )γBv are 0. 

After all adaptive regions are compared, the counting stops. The number of counter times 
( )γAv  and ( )γBv   with the same size as the source image are obtained.In the following, 

( )γAv and ( )γBv  are used to represent the last vote number ofγ pixel at location.Finally, the 

weighted method is used to construct pixels. 
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3.2. High frequency full integration 
For the decomposed high frequency coefficients( )rC kl

A and ( )rC kl
B ( )0>l ，EOE and SCM 

are combined. 
F

highf is the high frequency coefficient of the fused image. 
( ) ( )rEOErws

Dr
ij 

∈
=

                              (11) 
where ( )rw  is the weighting factor， D is the neighborhood window centered on pixel r . 

Then the high frequency coefficients of the fused image are selected by pulse 
synchronization.Calculate the total ignition times( ) ( ) ( )nYnTnT kl

ij
kl

ij
kl

ij +−= 1  of each high 

frequency coefficient.AfterN  iterations, the high frequency coefficient of fusion is 
determined by equation (12). 
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where ( )rTR kl
A and ( )rTR kl

B  are the total number of local ignition respectively, and the 

calculation formula is as follows: 
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( ) ( )rTrTR
Dlk

klkl 
∈
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Finally, the fused imagerF is reconstructed by inverse NSST transform using the fused 

low frequency coefficient F
lowf and high frequency coefficientFhighf . the block diagram of the 

proposed fusion algorithm is shown in Fig. 2. 

Image  A

Image  B

Low frequenc-  
y coefficient A 

High frequenc-  
y coefficient A

Low frequenc-  
y coefficient B

High frequenc-  
y coefficient B

Adaptive regi- 
on and EOE

SCM inspired 
by EOE

Fusion 
coefficient

Fusion image
NSST

NSST

Inverse 
NSST

 
Figure 2: Block diagram of multi-focus image fusion algorithm based on NSST adaptive 
region and SCM 
 
4. Experimental results and analysis 
In order to evaluate the performance of the proposed fusion algorithm, we use some multi-
focus images to test the visual appearance and objective standards. The fusion algorithm 
based on NSCT_PCNN (NSCT_PCNN), the fusion algorithm based on SCM and 
definition (SCM_SF), the fusion algorithm based on NSCT and improved PCNN 
(NSCT_IPCNN) are all the comparative algorithms in this paper. Mutual information MI, 
edge strength QAB/F were used as objective evaluation criteria. Among them, MI can 
calculate how much information of the source image is moved to the fused image [8]; QAB/F 
can measure how much edge information is moved from the source image to the image 
fusion [9]. 

In Fig 3，two pairs of images with strict registration and size are 256256× tested by 
Matlab (2016a). 

   
(a)                 (b)                  (c)                (d) 

Figure 3: Multi-focus image experimental pair. (a)“Pepsi” Left; (b)“Pepsi ”Right; 
(c)“Clock” Left;  (d)“Clock” Right; 
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          (e)             (f)                  (g)               (h) 
Figure 4: Results of four algorithms of “Pepsi”. (e) NSCT_PCNN; (f) SCM_SF; (g) 

NSCT_IPCNN; (h) Algorithm in this paper. 

Figure 4 to figure 5 show the fusion effect of different algorithms for four groups of 

images. From the experimental results, it is not difficult to find that different algorithms 

have different effects on different images. Below we will elaborate from subjective and  

objective two angles. 

From a subjective point of view, different algorithms can display a lot of details in 

Figure 4, but the difference is that, compared with the other three algorithms, the algorithm 

in this paper makes a more accurate judgment on the focused image, which greatly 

improves the details, vision and clarity of the fused image; image e is relatively fuzzy and 

has low brightness in detail; the brightness of figure f is improved; and the image quality 

is improved; Image G is improved in detail texture, but some noise is introduced into the 

fusion result, which makes the image not clear enough; therefore, the fusion effect of graph 

h is better than other algorithms. 

    

(i)                 (j)                    (p)                (q) 
Figure 4: Results of four algorithms of “Clock” (i) NSCT_PCNN ; (j) SCM_SF;  

(p) NSCT_IPCNN; (q) Algorithm in this paper. 

From a subjective point of view, the four algorithms in Fig. 4 (i) to figure (q) can 
achieve a certain fusion effect. The comparative study shows that the brightness of figure 
i is slightly lower; the brightness of figure j is improved, but the detail texture information 

is low; although the edge information of the fused image can be clearly seen in Figure p, 

the letters in the clock and the letter "3M" on the table are not clear; The quality of books 

on shelf, letters on clock and books on desk are easy to observe. This shows that the 
algorithm can effectively improve the clarity of the fused image, improve the ability to 
display details and textures, and achieve better fusion effect. 



Multi-Focus Image Fusion Based on Non-Subsampled Shearlet Transform and Spiking 
Cortical Model 

121 
 

 
Table 1: Objective evaluation of "Pepsi" image fusion results 

Fusion algorithm QAB/F MI Time(

S) 

NSCT_PCNN 0.68 7.49 974.3 

SCM_SF 0.70 6.89 809.9 

NSCT_IPCNN 0.72 8.08 558.2 

The algorithm in this 

paper 
0.79 7.81 308.3 

 
Table 2: Objective evaluation of "Clock" image fusion results 

Fusion algorithm QAB/F MI Time(

S) 

NSCT_PCNN 0.71 6.35 687.0 

SCM_SF 0.74 5.54 520.4 

NSCT_IPCNN 0.78 7.75 392.2 

The algorithm in this 

paper 
0.82 7.81 238.9 

It can be seen from table 1 and table 2 that the algorithm in this paper has the highest 
QAB/F. it also has a good performance in mutual information. In the running time, the 
algorithm is compared with the traditional NSCT_ PCNN is much shorter than NSCT_ 
IPCNN and SCM_ Compared with SF, the proposed algorithm has a great improvement in 
QAB/F, MI and running time, good results have been obtained. 
 
5. Concluding remarks 
This paper proposes a multi-focus image fusion algorithm combining non-subsampled 
shearlet transform and Spiking cortical model. In the frequency domain, the edge energy 
and adaptive region fusion algorithm is used, and the high frequency coefficients are fused 
with SCM ignited by edge energy, so as to improve the clarity and spatial characteristics 
of the fused image. 
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