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Abstract. CAPTCHA (Completely Automated Public Turing Test to Tell Computers and 
Humans Apart) plays a pivotal role in the network security of information systems, and 
has been widely used in various fields. This paper uses Tensor Flow as the neural 
network framework and uses Siamese network to reduce noise information and extract 
the characteristic information of the captcha. The experimental results show that the 
recognition rate of the Siamese neural network for the four-character image captcha with 
noise interference is 97.40%. Therefore, the siamese neural network has a strong 
recognition ability for complex captchas. At the same time, this high recognition ability 
leads to serious security risks in the information system. Therefore, the current Chinese 
character captcha design technology still needs to be strengthened and improved. 
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1. Introduction 
Information systems play a very important role in network security. With the 
development of services, various websites are constantly being updated and expanded to 
varying degrees. Once the information system is attacked and the system becomes 
unavailable, it will lead to the specific services carried by the system. Failure to proceed 
smoothly, seriously disrupting the normal operation order, causing the reputation and 
actual loss of the attacked party. Therefore, in order to ensure the security of external 
services of relevant systems, information security engineers are born for the application 
of captcha technology. The captcha is a public and fully automatic program that 
distinguishes the user from being a machine or a human [1, 2]. In the CAPTCHA test, the 
computer as the server automatically generates a question for the user to answer. This 
question can be generated and judged by the computer, but only humans can answer it. 
The captcha technology can prevent malicious password cracking, ticket swiping, and 
forum irrigation, effectively preventing a certain registered user from using a specific 
program to brute force the continuous login attempts. Therefore, whether the captcha can 
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be recognized by the computer has become an eternal subject of network security 
analysis. 
     In order to detect the security and reliability of the captcha, the information security 
engineer conducts a security assessment on the target system specified by the client unit 
from a practical perspective, allowing the relevant personnel of the client unit to 
intuitively understand the hidden vulnerabilities and vulnerabilities in their own 
networks, systems, and applications. The loss that may be caused when the hazard 
occurs, so as to help the client unit to explain the current security status in the form of 
actual cases, thereby increasing the client unit’s awareness of information security, 
enhancing the risk crisis awareness of the client unit’s personnel, so as to achieve the 
internal security level The overall improvement is now an overall improvement in the 
internal security level. 
    In 2002, Mori and Malik [3] proposed a method based on shape context. By using 
contour and shape features to construct a classification system, they successfully broke 
the two captchas, Gimpy and EZ-Gimpy, with a success rate of 33% and 33% 
respectively. 92%. In 2004, the Moy team [4] also cracked the EZ-Gimpy captcha with 
99% accuracy. The algorithm used is to use distortion estimation technology to identify 
characters with background interference and distortion. At the same time, the author also 
cracked The four-character version of the Gimpy-r captcha has an accuracy rate of 78%. 
In 2005, Chellapilla [5] used a variety of image processing techniques to segment 
characters, and used machine learning to recognize the segmented characters, and finally 
successfully recognized 6 types of text captchas, with an accuracy rate of 4.89% to 66.2%. 
between. Therefore, it can be seen that the early research methods used uncommon and 
complex algorithms to solve the captcha identification problem one by one. In the mid-
stage of the captcha research, in 2007, Jeff Yan and El Ahmad [6] proposed an extremely 
simple idea. First, the captcha of Captchaservice.org was divided into individual 
characters, and then the total number of pixels for each character was counted. To 
determine which character corresponds to, the method finally achieves a recognition 
accuracy of close to 100%. In 2008, the same author [7] proposed two new algorithms for 
segmenting individual characters in order to improve the accuracy of segmenting 
characters. One is Color Filling Segmentation (CFS) and the other is vertical histogram. 
analysis. However, the method proposed by the author cannot be applied to the captcha of 
Crowding Characters Together (CCT) mechanism. In the recent stage of captcha research, 
image processing methods are still the main algorithm for segmenting characters, and 
after the rise of deep convolutional neural networks, more and more are used to identify 
individual captcha characters. In 2015, Colin Hong [8] used image processing methods to 
first process the Microsoft captcha image into a single character picture, and then used 
deep convolutional neural networks (Convolutional Neural Networks, CNNs) and 
template matching methods to identify characters, and finally Recognition accuracy rates 
of 57.05% and 5.56% are reached respectively. The comparison results show that the 
convolutional neural network is effective in the classification of interfering characters. In 
2015, the Starostenko team [9] used morphological analysis and three-color algorithm for 
character segmentation, and then used Support Vector Machine (SVM) to recognize the 
separated characters, and finally cracked the accuracy of the four captchas. Between 40.4% 
and 94.3%. In 2017, the Gao team[10] broke through the Microsoft double-layer captcha. 
First, based on the CFS image processing technology, the double-layer captcha was 
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horizontally divided into two single-layer captchas, and then the high-wave filter was 
used to process each captcha separately. On the first floor, the final recognition accuracy 
rate using CNNs is 44.6%. In 2018, Gao team [11] cracked 11 kinds of online captchas, 
and the cracking method was also based on the algorithm of segmentation and 
recognition. Design different segmentation algorithms for different captchas, and then use 
a LeNet-5 based network for recognition. The final cracking accuracy is between 10.1% 
and 90.0%, and the speed is between 0.03 and 0.65 seconds.  For more information about 
the new developments as well as the history of this topic, see the papers by [14-16]. 

From the above literatures it can be found that the captcha has been identified by 
various computer technologies, which poses a serious threat to the security of our 
information system. Siamese neural network (Siamese neural network), also known 
assiamese  neural network, is a coupling structure based on two artificial neural networks 
(refer to 12, 13). In order to fully protect the network security of the information system, 
in this paper, we will detect the pairing of the Siamese neural network. The identification 
effect of the captcha, and the analysis of the network security strategy. 

The arrangement of the article is as follows: the second part introduces the siamese  
neural network model, the third part introduces experimental data, the fourth part gives 
the experimental results and finally gives a conclusion. 

 
2. Siamese network 
2.1. Model introduction 
In the siamese network (refer to [12, 13]), the loss function used is contrastive loss, which 
can effectively deal with the relationship of paired data in the siamese network. The 
expression of contrastive loss is as follows: 

( )( ) ( ) ( )22
1 2

1

1
, , , 1 max ,0

2

N

W W
n

L W Y X X YD Y m D
N =

= + − − , 

where 

�����, ��� =∥ �� − �� ∥�= ����� − ������
��� �

�/�
 

represents the Euclidean distance (two norm) of the two sample features X1 and X2, P 
represents the feature dimension of the sample, Y is the label of whether the two samples 
match, Y=1 represents the two samples are similar or matched, Y = 0 It represents a 
mismatch, m is the set threshold, and N is the number of samples. 

Observing the above-mentioned contrastive loss expression, it can be found that this 
loss function can express the matching degree of paired samples very well, and it can also 
be used to train the model for extracting features. 

When Y = 1 (that is, when the samples are similar), the loss function is only left 
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That is, when the samples are not similar, if the Euclidean distance of the feature 
space is small, the loss value will become larger, which also symbolizes our requirements. 

When Y=0 (that is, when the samples are not similar), the loss function is 
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That is, when the samples are not similar, if the Euclidean distance of the feature 
space is small, the loss value will become larger, which also symbolizes our requirements. 
 
2.2. Algorithm design 

(1) The captcha identification in this article uses a Siamese network with a similar 
structure. The Siamese network is generally suitable for two input data with similar 
characteristics. For example, in our paper, we need to compare the similarity of two 
Chinese character pictures. Degree, when the two inputs of the neural network (Input 1 
and Input 2) are used as inputs, the characteristics of the two input data will be mapped to 
the new space, the two network models use their own weight parameters and bias 
parameters, and finally The updated loss weight value is shared, and finally the similarity 
of the two inputs is calculated by the Euclidean distance formula, so each Chinese 
character will be calculated by the sigmoid function to form a probability value. After the 
probability value is calculated by the soft max formula, we will get each group. The 
predicted probability value of nine vector values, so that each of our captchas will 
become a nine-category multi-category problem. The above picture is the technical 
diagram of the CNNsiamese  network designed in this paper.  Oursiamese  network uses 
the loss value of the contrast loss function, where Dw is the Euclidean distance of the 
output features of the two networks 

( ) ( ){ }2

1 2W WG X G X−  

where Gw is the output of one of the sister networks. X1 and X2 are input data pairs. The 
Y value is 1 or 0. If the model predicts that the inputs are similar, then the value of Y is 0, 
otherwise Y is 1. max() is a function representing the larger value between 0 and m-Dw. 
m is a margin value greater than 0. Having a marginal value means that different pairs 
beyond that marginal value will not cause loss. This makes sense, because you only want 
to optimize the network based on actual dissimilar pairs, but the network thinks it is quite 
similar. The ultimate goal of the training of our two neural networks is to make the 
distance between similar or identical vectors as small as possible, and the similarity of 

MaxPooling
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                                   (a)                                                                      (b) 

Figure 1: Compare the advantages of using the maximum pooling method. 
input vectors of different categories is as large as possible. 

We use Maxpooling in the siamese  network model as shown in (a), and do not use 
average pooling as shown in (b). Generally speaking, when there is a lot of noise and 
interference information in the background of the image, Only part of the information in 
the features is more useful. The CNN convolution kernel extracts the features of the 
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picture. We use the maximum pooling process to down sample the feature block Patch, 
and extract the maximum value in each block according to the operation process of 
maximum pooling. The other blocks will be replaced by the largest value, and only the 
largest value will enter the next layer, because every time the reverse gradient updates the 
weights and parameters, the largest element may not be in the original position, so choose 
the largest The value pool has the function of extracting main features and highlighting 
the foreground. When all the information in the feature patch is more useful, we use the 
average pooling process to down sample the feature patch. When the CNN network 
enters the last few layers and reaches the fully connected layer of the network, use 
average pooling (Mean Pooling) down-sampling the feature block patch, so that the 
feature information will not only retain local information before entering the fully 
connected layer, but also contain most of the global information, so that the model can 
reach a state of convergence as much as possible. 

Figure 2: Siamese neural network in (1). 
(2) In digital captcha recognition model, there are 10 types of numbers and 3 types 

of operators to be recognized, which is a 13 classification problem. After the noise 
reduction process, the complexity of the image is greatly reduced, and the noise and 
interference lines are almost completely eliminated. Using a simple three-layer fully 
connected neural network and a Sigmoid layer, the test set accuracy rate of 99.98% can 
be achieved. In this network model, the dropout value is 0.7, the learning rate is 0.001, 
tanh is used as the activation function, and the Adam algorithm is used for training. 
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Figure 3: Convolutional neural network in (2). 
 

3. Data processing  
In this paper, we used three types of CAPTCHA images given by the organizing 
committee in the 9th China University Student Service Outsourcing Innovation and 
Entrepreneurship Competition. The Dataset1 is a five-character CAPTCHA, which is 
consists of only 0-9 ten digits and four Arithmetic operations, This kind of CAPTCHA is 
relatively easy to extract, which causes the weakness of relatively fragile security. The 
Dataset2 is Chinese Captchas which are randomly composed four Chinese characters, and 



 Haisheng Song, Pengfei Duan and Riying Qiao 

34 
 

 

the text in the picture is slant by rotation. The verification method requires the user to 
point the rotated characters in the image captcha. Dataset 3 is Captcha composed Chinese 
characters, which are randomly rotated by 90°and have background noise interference, 
The verification method requires the user to point the number sequence of the Chinese 
characters in the image captcha from left to right. The following figure shows examples 
of traditional captcha and adding noise interference captcha. According to the verification 
method above, the sequence should be: 2580. 

Table 1: Train datasets 
Type Train set Validation set Test set 
Dataset1 10000 10000 5000 
Dataset2 10000 10000 5000 
Datase3 10000 10000 5000 

In order to point the correct sequence, we must first ensure that the trainset contains 
enough Chinese characters. Our trainset has 10,000 Chinese captcha, which is equivalent 
there are 10000*4=40,000 feature-map information that our Siamese network needs to 
learn, Finally, and our model will generate a mapping.txt file for the identification of our 
subsequent test data. the shortest distance between the two input matrices is calculated 
through the Euclidean distance formula, and the Sigmoid classifier predicted the value 
that has the largest probability similar to Chinese character. 

Table 2: Types of captcha 

Type of captcha Examples of captchas 

Traditional captcha 
 

captcha for noise 
interference  

Noise interference and 
sorted captcha 

 

 
 
4. Experimental process and results 
4.1. Experimental environment and experimental parameter configuration 
We used 16.04-Ubuntu operating system, Intel Xeon Silver 4110 processor, and our 
running memory is 32GB that is helpful to handle massive datas, GPU is NVIDIA-SMI 
410.48, 8GB Video memory, our experiments were completed on Tensor Flow, which is 
modular, minimal and flexible framework. 
 
4.2. Experimental calculation process 
Algorithm 1: As the Figure 2 architecture of Siamese network shows :We will input the 
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Datasets#4 and the Datasets#5 to the Siamese Network separately. 
(1) Before inputting the pixel value of 150x45 pxiel Chinese character captcha into 

the network model, the size of the Chinese character captcha is processed into 40x40 
pxiels by means of slicing. 

(2) The Siamese Network in the experiment includes two input layers, six 
convolutional layers, five  MaxPooling layers, three Flatten layers, one Concat layer, 
three Full-Connected layers, one Sigmoid layer, and the output passes The probability 
value of similarity between two input values calculated by Euclidean distance. (As shown 
in Figure X) 

(3) The C1 convolution layer contains 32 40x40 feature maps; behind C1 is the 
MaxPooling P1, which is a 2x2 kernel-size and used for image dimensionality reduction 
and down sampling. 

(4) The C2 layer takes P1 as input, The C2 convolution layer contains 64 20x20 
feature maps, convolution kernel size is 3x3; behind C2 layer is the MaxPooling P2, 
which is a 2x2 kernel-size and used for image dimensionality reduction and down 
sampling. 

(5) The C3 layer takes P2 as input, The C3 convolution layer contains 128 10x10 
feature maps, convolution kernel size is 3x3; behind C3 layer is the MaxPooling P3, 
which is a 2x2 kernel-size and used for image dimensionality reduction and down 
sampling. 

(6) The C4 layer takes P3 as input, C4 layer contains 128 5x5 feature maps, and the 
convolution kernel size is 3x3; C5 takes C4 as an input, and C5 contains 256 5x5 feature 
maps, and its convolution kernel size is 3x3. 

(7) The C6 layer takes P5 as input, The C6 convolution layer contains 256 5x5 
feature maps, convolution kernel size is 3x3; behind C6 layer is the MaxPooling P6, 
which is a 2x2 kernel-size and used for image dimensionality reduction and down 
sampling. 

(8) The Flatten1 layer uses the P6 layer as input, and the Flatten1 layer will convert 
P6 into a 1x128-dimensional numpy value. 

(9) The FC layer of the model on both sides of the Siamese Network is converted 
into a 1x1 numpy value through the Output FC layer. The feature value is passed through 
the Sigmoid layer to obtain the similarity probability value of Input1 and Input2. the 
Siamese Network training model will extract the characteristics of Chinese characters as 
A feature text, saved in the mappinng.txt file, used as a feature extraction comparison in 
the subsequent testing process. 

(10) Finally, the output layer added to the Sigmoid layer, and obtain the similarity 
probability value, which has fewer parameters and effectively prevents data overfitting, 
making the training results as convergent as possible.  

 
Algorithm 2: As the Figure 3 the architecture of the convolution network shows : 

(1) The origin digital captcha are Inputted Input layer. The FC1 is a 1x5000 shape, 
The Droupt1 layer uses the FC1 layer as input, which effectively prevents data overfitting. 

(2) The FC2 layer uses the Dropout layer as input. The FC2 layer is a 1x300 shape, 
The Droupt2 layer uses the FC2 layer as input, which effectively prevents data overfitting. 

(3) Finally, the Sigmoid layer will output 13 types characters, and we can obtain the 
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probability of every character. 
 
4.3. Experimental results 
An images and results of the experimental results is given below. 

  
Figure 4: Testing accuracy and loss of Dataset1. 

 
 

Figure 5: Testing accuracy and loss of Dataset2. 

 
 

Figure 6: Testing accuracy and loss of Dataset3. 

 
Table 2: The Testing accuracy and Training accuracy of Dataseta1. 

Epoch Validation set Test set Loss 

50 1.0000 0.9998 1.689 
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Table 3: The Testing accuracy and Training accuracy of Dataseta2. 
Epoch Validation set Test set Loss 
400 0.9805 0.9719 0.3313 
1000 0.9961 0.9922 0.3214 
2000 0.9883 0.9971 0.3172 

 
Table 4:The Testing accuracy and Training accuracy of Dataseta3. 

Epoch Validation set Test set Loss 
10000 0.8516 0.8125 0.5735 
50000 0.9350 0.9141 0.5277 
70000 0.9827 0.9744 0.5202 

 
The above tables show : The Dataset1 that Captcha composed of digits can already 

be identify with high accuracy. the final training Accuracy and Loss values on the 
Testdata set. When the number of training Epoch is between 0 and 60000 rounds, the 
model parameters have a relatively large fluctuation when they are trainned, but as the 
number of training rounds increases, The learning ability of the model is gradually 
enhanced, the accuracy of the model gradually converges and finally stabilizes, The 
Dataset3 test-accuracy rate is maintained at 97.4%, so it is concluded that the model 
maintains a relatively high recognition rate on the Testdata. 

5. Conclusion 
This paper uses TensorFlow as the neural network framework, based on the captcha 
recognition technology of the Siamese neural network, and analyzes the threat of the 
Siamese neural network to the captcha recognition in the security of the information 
system from a practical perspective. Experiments show that: the final training Accuracy 
and Loss values on the test data set, as the number of training rounds increases, the 
learning ability of the model gradually increases, the accuracy of the model gradually 
converges, and finally stabilizes, and the accuracy is maintained at 97.4%, so the captcha 
recognition technology of the Siamese neural network maintains a relatively high 
recognition rate on the test data. However, it is precisely because of this high recognition 
rate that has brought serious hidden dangers to information security, and the current 
captcha design urgently needs to be strengthened and improved. 
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