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Abstract. In this paper, we introduce the class of quadafifioptimal (bi-matrix) games,
which are bi-matrix games whose set of equilibripmints contain all pairs of probability
vectors which maximize the expected pay-off of sopasg-off matrix. We call the
equilibrium points obtained in this way, quadraticaptimal equilibrium points. We
prove the existence of quadratically optimal etpuilim points of identical bi-matrix
games, i.e. bi-matrix games for which the two pHyamatrices are equal, from which it
easily follows that weakly potential bi-matrix gasnéa generalization of potential bi-
matrix games) are quadratically optimal. We alsmwsthat those weakly potential square
bi-matrix games which have potential matrices #mattwo-way matrices are quadratically
and symmetrically solvable games (i.e. there egisguare pay-off matrix whose expected
pay-off maximizing probability vectors subject teetrequirement that the two probability
vectors (row probability vector and column probipitector) being equal) are equilibrium
points of the bi-matrix game. We show by means mfegaample of a 22 identical
symmetric potential bi-matrix game that for eveoggmtial matrix of the game, the set of
pairs of probability distributions that maximizdsetexpected pay-off of the potential
matrix is a strict subset of the set of equilibripoints of the potential game.

Keywords: bi-matrix games, equilibrium points, weakly poiahtquadratically optimal,
expected pay-off maximization.

AMS Subject Classification (2010): 90C20, 91A05, 91A10

1. Introduction

In this paper we introduce a class of bi-matrix gansalled quadratically optimal (bi-

matrix) games. Such bi-matrix games are uniquefiynee by the property that, their set of
equilibrium points contains all pairs of probalyilitectors which maximize the expected
pay-off for some pay-off matrix of the same dimensas those of the bi-matrix game
under consideration. Equilibrium points of bi-matgames, obtained in this manner, i.e.
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by maximizing the expected of a pay-off matrix, atalled quadratically optimal
equilibrium points. Comprehensive discussions emairix games for our purposes can
be found in Majumdar [3], Stahl [8]. Further andrm@advanced results are available in
Chandrasekaran (undated).

In what follows, we prove the existence of quadedly optimal equilibrium points
of identical bi-matrix games, i.e. bi-matrix ganfes which the two pay-off matrices are
equal, from which it easily follows that weakly patial bi-matrix games (a generalization
of potential bi-matrix games) are quadraticallyimai. An alternative way of viewing
guadratically optimal equilibrium points is thaethare those equilibrium points which
maximize the expected pay-off of the pay-off matfxan identical bi-matrix game. We
also show that those weakly potential square brimaames which have potential
matrices that are “two-way matrices” are quadrdtiGamd symmetrically solvable games,
i.e. there exists a square pay-off matrix whosesetqa pay-off maximizing probability
vectors subject to the two probability vectors (rgnobability vector and column
probability vector) being equal, are equilibriumings of the bi-matrix game. We show by
means of an example of aidentical symmetric potential bi-matrix game tfmtevery
potential matrix of the game, (a) the set of pafrgrobability distributions that maximizes
the expected pay-off of the potential matrix isrecssubset of the set of equilibrium points
of the potential game, as well as the result @)tie set of pairs of probability distributions
that maximizes the expected pay-off of the potémigtrix “subject to the requirement that
the two probability distributions are equal”, isstict subset of the set of symmetric
equilibrium points of the potential game.

2. The model
Let A and B be two mn (real-valued) matrices for some positive integarand n. The
pair (A,B) is referred to as amxn)-bi-matrix game. A and B represent thgay-off
matrices of therow-player (the player who chooses a row) and ¢bkimn player (the
player who chooses a column) respectively.

Let

A" = (xeRPITE, x; = 1)

be the set of all possibjer obability vector s/distributions over rows, and

n
A7 = (yeRY )y = 1)
j=1

be the set of ajpossible probability vector s/distributions over columns.

Given an (rxn)-bi-matrix game (A,B) and a pair of probabilitiglibutions (x,y),
x"Ay denotes thexpected pay-off of the row player and XBy the expected pay-off of
the column player.

44



Quadratically Optimal Bi-Matrix Games

As in Mangasarian and Stone (1964) a pair YYOA™xA™ is said to be an
equilibrium point of the (mxn)- bi-matrix game (A,B) if and only if XAy” > x"Ay" for
all xOA™* and x" By > X" By for all yOJA™™.

An easier way to define an equilibrium point is fhkowing:
A pair of vectors (x y') OA™xOA™ where x specifies the probabilities with each row is
chosen, yspecifies the probabilities with which each colusiohosen and the pair (x)
satisfies the following properties:
® a row of the matrix A is chosen with positive prblligy only if the expected pay-
off from that row of the matrix A is (one of) theghest;
(i) a column of the matrix B is chosen with positivelmability only if the expected
pay-off from that column of the matrix B is (on€ tie highest.
Let ¢c and d be real numbers such that if C is tke with all entries equal to ¢ and
D is the mxn with all entries equal to d, then for all&A™* and YJA™, xX'"Cy = ¢ and XDy
= d. Further if s and t are positive real numbkentfor all XJA™* and yIA"™, x"(sA)y =
sx'Ay and X(tB)y = tx'By. Thus (X, ) is an equilibrium point of the (’m)-bi-matrix
game (A,B) if and only if it is an equilibrium paiof the (mxn)-bi-matrix game (sA+C,
tB+D) where s, t are positive real numbers and €@rmare nxn matrices with all entries
of C being equal to a real number ¢ and all entsfd3 being a real number d.
A (mxn)-bi-matrix game (A,B) is said to beqaadratically optimal (bi-matrix)
game if there exists an mn matrix P such that all (optimal) solutions of thiéinear
programming problem:

Maximize X Py
s.t.XxaA™, yOA™,
are equilibrium points of (A,B).

In other words if (Xy’) solves

Maximize X Py

s.t.XxaA™, yOA™,

then (X,y’) is an equilibrium point of (A,B).

Any solution of the above bilinear programming pesb, (X, y) is said to be a
guadratically optimal equilibrium point of (A,B).

Note that the above problem is equivalent to tileviang quadratic programming
problem:

Maximize ZFz
stz :(;‘,)DRT”, XOA™L yOIA™,
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where Fis the (m+m (m+n) matrix[POT g] Clearly F = F.

A bi-matrix game (A,-A) for some ®rm matrix A is said to be gimxn)-zer o-sum
game.

For an (mxn)-bi-matrix game (A,B),0{1,...,m} and j0{1,...,n}, let Ai, Bi denote
the " rows of A and B respectively and,A8 denote the"] columns of A and B
respectively.

An (mxn)-bi-matrix game (A,B) with m = n is said to becaar e bi-matrix game
(of size m). A square bi-matrix game (AJAis said to be aymmetric bi-matrix game
(of sizem).
One of the earliest known research on symmetrimdtrix games is due to Griesmer,
Hoffman and Robinson (1963) [2].
It is easy to verify that if (x y) is an equilibrium point of a symmetric bi-matgame
(A,AT) then so is (y X).

An equilibrium point (x,y") of a square bi-matrix game (A,B) is said to be a
symmetric equilibrium pointif x" =y,

A square bi-matrix game (A,B) is said to bguadratically and symmetrically
solvable gameif there exists a square matrix P of the sameasz& and B, such that if x
solves the following quadratic programming problem:

Maximize XPx

s.t. XxadA™

then (x,x") is an equilibrium point of (A,B).
Any solution to the above problem is calledqaadratically optimal symmetric
equilibrium point of (A,B).

In the sequel we will be requiring the followingnoept.
For a natural number m, lef(m)= {A| A is a square matrix of size m satisfyitte
following property for all x,y,ZIA™%: x"A(y-z) > 0 if and only if (y-zJAx > 0}.
A matrix incA(m) is said to be awo-way matrix of sizem.

Following Monderer and Shapley [7] (1996), we d&tan (mxn)-bi-matrix game
(A,B) is a(mxn)- potential bi-matrix game if there exits an (mn)-matrix P such that for
all x,Z0A™* and y,WIA™: (i) (x-z)'Ay > 0 if and only if (x-zJPy > 0; (ii) XB(y-w) > O if
and only if (x-zJPy. Such a matrix P is said to bpatential matrix of the bi-matrix game
(A,B).

However, one of our desired results (concerningterce of equilibrium point)
holds for a more general class of bi-matrix games.

An (mxn)-bi-matrix game (A,B) is &mxn)- weakly potential bi-matrix game if
there exits an (pn)-matrix P such that for all X;gA™* and y,WwJA™™: (i) (x-z)'Ay > 0
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implies (x-zJPy > 0; (ii) XB(y-w) > 0 implies (x-z)Py. Such a matrix P is said to be a
potential matrix of the bi-matrix game (A,B).

A (mxn)-bi-matrix game (A,A) for some xm matrix A is said to be aidentical
bi-matrix game.

Note 1: Identical bi-matrix games are weakly potential k#trix games.
Note 2: It is easy to verify that if A is a symmetric (i&= A" and hence square) non-zero
matrix, then the two-person zero sum game (A,-Ahds a weakly potential bi-matrix
game, for if there exists a square matrix P ofsthime size as A (say m) such that for all
x,y,ZOA™: (a) (x-zJ Ay > 0 implies (x-zJPy > 0; (b) -yA(x-z) > 0 implies yP(x-z) > 0,
then since A = Awe have from (b) that -"A"(x-z) > 0 implies yP(x-z) > 0, so that -(x-
z)'Ay > 0 implies (x-zJPy > 0. But this is not possible unless A is th@z®atrix, contrary
to our assumption about A.

In the next section we have our main results caniagrexistence of equilibrium
points.

3. Main resultsfor weakly potential and quadratically optimal bi-matrix games
The next proposition is of considerable interestirat follows. It is about the existence of
guadratically optimal equilibrium points for iderdl matrix games.

Proposition 1: Suppose A is a Rm matrix. Then the identical bi-matrix game (A,/Asha
guadratically optimal equilibrium point, i.e. (A,A9 a quadratically optimal game.
Proof: Consider the bilinear programming problem denoteB®):

Maximize XAy

s.t.XxaA™, yOA™,

It is easy to see that the above problem has amalpgolution.

Let X, y be a solution.

Then (x,y) is the desired quadratically optimal equilibrigmint. o

Note 3: The category of bi-matrix games discussed in Fsitipo 1 includes “coordination
games” of the form (A,A) where A is &2 matrix of the forn{g tc)] or [E ZJWhere a

and b are any two real numbers satisfyirgoeand ¢ and d are real numbers with min{a,b}
> max {c,d}.
An immediate consequence of Proposition 1 is tHeviing interesting result.

Theorem 1. Every weakly potential bi-matrix game has a qutchlly optimal

equilibrium point, i.e. every weakly potential biainix game is a quadratically optimal
game.
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The following example shows that there are quachlyi optimal games which
are not weakly potential bi-matrix games, thus yimg that quadratically optimal games
are a non-trivial extension of the class of wegddyential bi-matrix games.

Example 1. Consider the two person zero-sum game (A,-A) wheq:e[(l) _01] Since A

= AT, by Note 1 (in section 2) it is not a weakly pdtainbi-matrix game. However, it has
a unique equilibrium point ((1,0), (0,1)) whichalkso the unique (optimal) solution of
Maximize X Py
s.t. XJAY, yOA!, where

_[0 1
Py ol
Note4: It is easily verified that “matching pennies”, itee two-person zero sum game (A,

-A) with A = [_11 _11] is not a quadratically optimal game. It is wellokm that the

unique equilibrium point of this game is;,(é), (%, %)). Towards a contradiction suppose

there exists a square matrix P of size 2 such ttl&tunique optimal solution of the
. . . .1 11
following bilinear programming problem |SZ—(§), (5, 5)):
Maximize X Py
s.t. xJAY, yOAY, where
_[P11 P12
P _[p21 pzz] '

Since XPy = (Q1 +P22 — Pz Por) Xay1 +H(PrzPe2)X1 + (P1-P22)y1, for any YA the
corresponding {KIA'| X'Py> z"Py for all ZIA'} must include either (1,0) or (0,1).
Similarly, for any XJA* the corresponding {yA'| X' Py> x"Pw for all wJA'} must include
either (1,0) or (0,1).

Thus the set of optimal solutions of the abovenb#ir programming must at least
one point from {(1,0), (0,1)% {(1,0), (0,1)}, contrary to the requirement the;{, é), (%, %))

is the unique solution of the above bilinear prograng problem.
Thus, “matching pennies” is not a quadraticallyirmpd game. Hence it is not a weakly
potential bi-matrix game either.

The following example shows that there are poteéfidkentical symmetric) bi-
matrix games with no potential matrix P being stiet expected pay-off maximizing pairs
of probability vectors for P, i.e. the set of optinsolutions of the following bilinear
programming problem denoted BLP(2):

Maximize X Py
s.t.XxdA™, yOA™,
coincides with the set of equilibrium points of tigen weakly potential game.
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Example 2: Let A = [(2) (1)] We know that (A,A) has two equilibrium points,mely

((1,0), (1,0)) and ((0,1),(0,1)). A itself a potahinatrix for (A,A) which is thus a potential
game. Let P be a potential matrix with the entrytia " row and ' column being p
Suppose both ((1,0), (1,0)) and ((0,1),(0,1)) anaal solutions of BLP(2). Then it must
be the case that = p.2. By theorem 1, BLP(2) has no other optimal soluifioecause if
it did, then by the definition of quadratic optintial it would be an equilibrium point of
(AA)).

Let x,z, y1[0,1] where x and z are probabilities with whicle first row is chosen and y is
the probability with which the first column is clers

Then (x-z, z—x)%(lfy) = 2(x-2)y —(x-z)(1-y) = 3(X-2)y —(X-z) = (X-z)[3¥1].

Also (x-z, 2K, Y, ) = (P Pe)(x-2)y + (PP (x-2)(1-y) = (<-2)[(Re-P2)y + (Pua-Prly
= (Prr-pe2)]-

(x-2)[3y -1] > 0 implies (X-Z)[(P-P21)y + (Pr1-Pr2)y — (Pr1-Pa2)] only if

1. _ PPz 1 ie. P11—Pi12 :l.

37 2p11—P12—DP21 3 2p11—P12—P21 3

Similarly, if we let x,y, wi[0,1] where x is the probability with which the dirrow is
chosen and y and w are the probabilities with withehfirst column is chosen, then

(x, 1-x)A(§V‘_V;) = (y-w)[3y -1], and

(x, 1'X)P(3V__V;) = (Pr= P2 (Y-W)X + (P2r-Pag) (y-W)(1-X) = (y-W)[(ZPra-Prz-Pee)X —(Pra-P2y)]-
Thus, (y-w)[3y -1] > 0 implies (y-W)[(2{-p12-p21)X —(p11-P21)] > 0 only if
P11~P21  _1
2p11—P12=P21 3

P11~ P12 1 P11—P21 :
=== implies p1— piz2 = pu P21, whence p = P
2p11=P12=P21 3  2P11—P12—P21 P R P P =P
- 1 - - - 1 -
But then, P11—P12 —2—_ P117Px ,COﬂtI’adICtln% P117P12 —2—_ P117P2 .
2p11=P12=P21 2 2P11—P12—P21 P11—P12—P21 3 2P11—P12—P21

Thus there does not exist any potential matrixrRAQA) such that the set of solutions of
BLP(2), coincides with the set of equilibrium pairtf (A,A).

4. Quadratically optimal and symmetrically solvable bi-matrix games
In this section we will be concerned with quadmticoptimal and symmetrically solvable
bi-matrix games.

The following is a result about the existence oddpatically optimal symmetric
equilibria of a weakly potential square bi-matrange whose potential matrix is a two-way
matrix.

Theorem 2: Suppose (A,B) is a weakly potential square bi-ma@me (of size m) whose
potential matrix P is a two-way matrix. Then iaiguadratically optimal and symmetrically

solvable game.
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Proof: Note that for any square matrix C all whose entiiresa constant real number ¢ and
x,y,Z0A™, x'C(y-z) = (y-z Cx = 0. Hencewithout supposejp> 0 for all i3{1,...,m} and
i0(L,...,n}.

Let QP(2) be the quadratic programming problemnaefias follows:

Maximize XPx

s.t.xdA™,

It is well known that QP(2) has a solution. Supposelves QP(2)

Towards a contradiction suppose there exiSI&"%', such that ¥°x > X" Px.

Thus, (x-X)"PX > 0.

Since PIlA(m), it must be the case that R(x-xX) > 0.

Consider the point» 8(x-x") for 80J(0,1).

Thus [X+ 8(x-x)]"P[X + 8(x-x)] = X TPX +0[0(x-X)"P(x-X) + (x-X)"PX + X P(x-X)].
Since (x-X)"PX > 0 and X P(x-X) > 0, we can choosg> 0, 8 sufficiently small so that
B(x-X)"P(x-X) + (x-X)"PX + XTP(x-X) > 0.

ThusB[8(x-x)TP(x-X) + (x-X)"PX + XTP(x-X)] > 0, so that we have Tx 8(x-x")] "P[X +
B(x-x)] > X TAX", contradicting the optimality of Xor QP(1).

Hence it must be the case thdtPx > x"Px for all xJA™™.

Since P is a weakly potential matrix we géPx > x"Px for all XJA™.

Since P is a weakly potential matrix for the bi-magiame (A,B), it follows that (x X) is
an equilibrium point for (A,B). |

An identical bi-matrix game (A,A) with A = Ais said to be aidentical symmetric bi-
matrix game.

If (A,AT) is an identical symmetric bi-matrix game then(f)AT) is a potential
game with A being a potential matrix of the gam;A 0 A(m), i.e. A is a “two-way”
matrix.

Thus we have the following corollary of Theorem 2.

Corollary of Theorem 2: Suppose A is a square matrix satisfying A & Ahen the
identical symmetric bi-matrix game (ATAis a_guadratically and symmetrically solvable

game.

Note 5: The following example of an identical symmetricnbatrix game with A = A=
2 0
0 1

QP(1) may be a strict subset of the set of symmetuilibrium points of a symmetric bi-

matrix game.
In this game there are two symmetric equilibriunmgox with % = 1 and y with y= 0.
However the unique optimal solution of QP(1) is x.

] suggested to me by Professor Mallikarjuna Rao shibvat optimal solutions of
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Example 3: For (AA") with A = [(2) (1)] the two quadratically optimal symmetric

equilibrium points are the two solutions of:
Maximize XPx
s.t. xdAY,

where P =[8 g] for some strictly positive real number ‘a’.
However, as noted in example 2, such_a P_cannatgmeential matrix for (A,A).

Note 6: We saw in note 4 that “matching pennies” (i.e.tthe-person zero sum game (A,-

A) with A = [_11 _11] ) is not quadratically optimal and hence not akhepotential bi-

matrix game. However, it is a quadratically and sygtrically solvable game sinc%,(%),

(%, %)) is the unique optimal solution of
Maximize XPx

1 -1 0
s.t. XJA", where P =[ 0

_1], i.e. the negative of the identity matrix of size

Note 7. McLennan and Tourkey [6] (2004, 2010) consider tation games” which are
square bi-matrix games of the form (#,where A is an mm matrix and 4 is an identity
matrix. In this context they are concerned with sheof symmetric equilibrium points of
the symmetric game (A;A One of the statements of Lemma 1 in McLennanTangkey
(2010) [5] is an equivalent version of the defmitiof symmetric equilibrium points of
such games and Proposition 1 in the same papeatidsonly for the situation where A is
a symmetric matrix, i.e. A = A Note that a proof of the existence of a symmetric
equilibrium of any symmetric bi-matrix game withousing any fixed-point theorem
argument is available in McLennan and Tourkey [5].

Note 8: Professor Andrew Mclennan [5] suggested that | talaok at his that paper that
appeared in American Palitical Science Review- Witiowever in the context of the latest
version is totally irrelevant, except that what reéer to as an identical symmetric game,
is called a “game of common interest” in his APSRer.
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