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Abstract. Nuclear Power Plants (NPP) are all strongly dependent on sensors. Because the 
sensors are continuously providing plant prescriptions by reading plant parameters, which 
uses to monitor and controls the plant. Failing sensors can force a plant or component 
into non-optimal operation, cause complete shutdown of operation or in the worst case 
result in damage to components.  In this paper proposed an online sensor fault detection 
scheme in NPP by Artificial Neural Network (ANN). Compared to all other methods, it is 
robust and reduces the spurious/false alarm. The method is validated using data from Fast 
Breeder Test Reactor (FBTR). 

Keywords: Sensors fault, Artificial Neural Network, Fast Breeder Test Reactor, Cromel-
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1. Introduction  
Nuclear power plants (NPP) are complex systems. Plant’s safety is monitored by 
instrumentations and control systems. From the control room, the operator should be able 
to start the Nuclear Reactor from the shutdown state, steer it to full power and also shut 
down the plant if process parameter crosses the limit. The status of different process 
parameter status is monitored by sensors. A huge number of sensors are used to measure 
parameter like temperature, pressure, flow rate of process fluid, neutron density, etc. As 
the system safeties in an NPP are fully dependent on sensor’s data, it is very important 
that the data provided by the sensors are correct and reliable. A degraded sensor cannot 
provide accurate information. Traditional methods for monitoring the sensor condition 
include off-line integrity evaluation and recalibration. But, in this approach inspection has 
to wait for their scheduled time slot given during plant shutdown period. Till then the 
healthiness of the sensor can’t be validated. In online sensor validation process, sensor 
status is continuously monitored and it is a very helpful early indication of sensor 
degradation. 

Many model-based and data-driven methods have been applied for sensor data 
validation. Kalman filter is a widely used model-based method for fault detection and 
isolation (FDI) in a dynamic system [Huang et al 2012], because of their systematic 
design, noise disposal and enhance sensitivity. Dynamic parity relation has introduced for 
the detection and isolation of faults by Gertler et al. (1996). Mehranbod  et al. (2005) had 
done a lot of work to detect and diagnose the fault in transient or steady state system by a 
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Bayesian belief network (BBN) and multistage BBN. Model-based methods are the most 
reliable but the success depends on the fidelity of the system or component model. In 
some cases, it is very difficult to design the appropriate mathematical model.  

In data-driven techniques, two common methods for sensor fault detection are 
principal component analysis (PCA) and partial least squares (PLS). In PCA faults are 
detected by Hotteling statistic and Q-statistic [Tharrault et al 2008]. Besides, Baraldi et al. 
(2011) developed a reconstruction model based on principal component analysis, which 
is applied for nuclear power plant fault diagnosis. But, PCA and PLS are linear method 
and they are not efficient for nonlinear systems.  

Artificial neural networks (ANN) are one candidate which is not only able to 
tackle nonlinear systems, but are also developed from data without the need of model 
specifications (i.e., they are data driven). In 1991, Kramer succeeded in applying ANN to 
data compression by feature extraction without sacrificing the nonlinearity in the data and 
in Autoassociative neural network [Kramer 1991 & Kramer 1992] he extended the 
potential area of application of the method to sensor validation and named it 
Autoassociative neural network (AANN). The neural network referred to is an identity 
mapper, containing three hidden layers with the following functions: mapping, data 
compression and de-mapping.  

In this paper ANN is proposed to detect and identify sensor fault in FBTR’s 
primary sodium circuit. The ANN used to predict the data. Residual or error is calculated 
by the deviation of the predicted value from the actual value. If the error exceeds 
predefined threshold values then fault is detected.  

This paper is organized as follows: Section 2 provides a brief review of ANN.  
The outline of the FBTR system is described in Section 3. The sensor fault detection 
using ANN explained in Section 4.  Finally, Section 5 concludes this paper. 
 
2. Artificial neural network 
The main intention of artificial neural network (ANN) was to build computational 
modeling parallel to the human brain. It is motivated by the operation of biological 
neurons, which are the basic information processing units in nervous systems. Both the 
biological and the artificial neuron, task is to collect information at the inputs, to process 
this information and to output it. A large number of computational intelligence models 
developed. Bishop (1995), gives the general introductory theory of ANN. This book 
includes large number different ANN models, learning algorithm, application areas, etc.  

An artificial neural network has been widely used in different applications: 
approximation, classification, pattern recognitions, fault detection, regression, etc.  It has 
well efficiency on learning the operation conditions of the target systems. The well-
trained network can be used to recognize the various conditions what it learnt. In general, 
artificial network has three layers: one input layer, one output layer and one or more 
hidden layer. The structure of the network is given in Fig. 1. During the learning of the 
network, hidden nodes are extract the features from input data and output also extract the 
feature from hidden. Different learning algorithms are using to learn the network, such as 
back-propagation learning algorithm, Livenberg-Marquardt algorithm, etc. In this work, 
single hidden layer and back-propagation learning algorithm applied. Numbers of hidden 
node are calculated by the equation: 
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                                                                          (1) 

 where  and are number of input and output nodes.  
where  and are number of input and output nodes.  
 For an input data  and the hidden nodes 

 are generated using a sigmoid activation function as: 

                            (2) 

where   is the weight and  is the bias. During the training, the parameters are 

updated by the Gradient descent algorithm as follows: 
                                                      (3) 

 
Figure 1. ANN Structure 

3. Fast breeder test reactor 
The Fast Breeder Test Reactor (FBTR) uses a plutonium-uranium mixed carbide as fuel 
and liquid sodium as a coolant. The entire system is classified into three systems: primary 
sodium system, secondary sodium system, and steam & water circuit. The important 
components of a primary sodium system are the reactor assembly, two intermediate heat 
exchangers (IHX), two sodium pumps and connecting piping. The secondary system 
includes sodium pumps, reheaters, surge tanks, steam generator and connecting piping. 
The heat generated in the fuel subassemblies is removed by circulating liquid sodium 
through the reactor core. Two centrifugal pumps are used to pump sodium through the 
fuel subasemblies in the reactor core. Three thermocouples are used to measure the 
sodium temperature at the inlet. The central subassembly contains four thermocouples 
(Tna000X, Tna000Y, Tna000Z, & TNA000W) and the rest of each 84 fuel subassemblies 
contain two thermocouples (Tna00nX, Tna00nY, for n=1 to 84). ANSI Type-K (Cromel-
Alumel) thermocouples are used to measure the temperature of sodium at the inlet and at 
the outlet of the reactor core. Eddy current flow meters are used to measure the primary 
sodium flow. The schematic description of fast breeder reactor is given in Fig. 1. 
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Figure 2. Schematic flow diagram of the main heat transport system 

4. Sensor validation using ANN 
The ANN is a promising nonlinear learning technique gives proficient approximation. 
Here, for fault detection, ANN used to predict the sensor values. The number of inputs of 
the network is equal to the number sensors in a primary sodium circuit that includes 3 
thermocouples in inlet and 172 thermocouples in the outlet, and 6 sensors for sodium 
flow into the reactor. Since the ANN is to use to provide the predicted value of the 
sensors, so the number of outputs of the network is equal to the numbers of sensor i.e. 
inputs.    

 

Figure 3. Fault free data scatter diagram Figure 4. Faulty data scatter diagram 

If (xmi, tmi) is the training data, for i=1, 2, 3, ……., N where m is the number of 
inputs in the primary sodium circuit (181 sensors) and xmi &  tmi are the input and target 
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respectively. The comparison of original data and ANN output are shown in Fig. 5 & Fig. 
6.  

 
Figure 5. Original data vs ANN output of fault free data 

 

Figure 6. Original data vs ANN output of faulty data 

If omi is the output of the network, then the error function defined as:  
E = |tmi  - omi|                                         (4) 

If the error of an entry exceeds the threshold values, faulty sensor is identified. In this 
work, the threshold value is 3, because in reactor core all the thermocouples provide the 
same temperature and their maximum variations is 3. The comparisons of error value for 
faulty and fault free data are shown in Fig. 7 & Fig. 8. 
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                     Figure 7. Error value of different sensors for fault free data 

 

Figure 8. Error value of different sensors for fault free data 

5. Conclusion 
Online monitoring of the sensor physical condition can avoid many problems in manual 
calibration of sensors. The ANN model is developed for the detection of sensor faults in 
Nuclear Power Plants. ANN has nonlinear and excellent approximation technique. ANN 
is used to predict the sensor values. For NPP sensor validation, ANN tool is appropriate 
because it is a nonlinear network.  Since the declaration of sensor healthiness has to be 
taken quickly in an NPP, this method is suitable for such applications. The proposed 
method will detect and identify the faulty sensor.  The accuracy of the fault detection is 
higher than all other existing methods and will not produce any spurious/false alarm. 
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