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Abstract. In the context of DNA computing, an operation on words, called sglievas
introduced by Head (1987), in his study on recombinant behavior of DblAcnies.
Recently, a special kind of splicing, called flat splicing tnngs, was considered and
several properties were derived. On the other hand, in ttidy ©f modelling of
distributed complex systems based on language theory, gramstemsywere proposed.
Here we introduce a grammar system, called alphabetisglacing pure context-free
grammar systerfAFSPCFGS), as a new model of language generation, based on the
operation of alphabetic flat splicing on words and pure contextrfries. We derive
certain comparison results that bring out the generative pofWfSPCFGS and as an
application construct AFSPCFGS generating “floor-design” pictures.
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1. Introduction

The theory of formal grammars and languages is considetas acfundamental branch
of theoretical computer science. The notion of grammar syi&eoonsisting of several

grammars that co-operate according to some well-defined prdasoanl established area
of study, motivated by the idea of modeling distributed complexesystThe general

idea of a grammar system is to have components, each wétiaan type of grammar

rules, and there are different types of communication betweepormmts, allowing the

generation of different classes of languages.

On the other hand splicing on words that are strings of symbolsigsiaspired
operation, introduced by Head [4], in his study of modelling the rbowmnt behaviour
of DNA molecules under restriction enzymes and ligase in ciietext of DNA
computing. This operation was utilized in developing theoretical lnaiecomputation
in the framework of formal language theory [8], which is consiti¢nebe the backbone
of theoretical computer scienceand has relevance in many fieldsas combinatorics on
words [5,7]. Based on this splicing operation, significant thmade results on
computational universality, have been established. Receratysglicing on words has
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been introduced by Berstelet al. [1], as a special kind of sgliGihis operation acts on a
pair (u, v) of words over an alphabkt, “cutting” u and “inserting™ into it, as directed
by a flat splicing rule of the forrfw|y — §|p)so thatu = xa Sy andv =y z §, for
wordsx, y, z,«, ,y,8 overZand the resulting word w = xayzSsfy. If a,B,v,6
are either letters of the alphabet or the empty word, therrule is called alphabetic.
Several properties associated with flat splicing in the coonfegtammars and languages,
have been studied in [1].

In the theory of formal grammars and languages, classesmintars specified
by different control mechanisms have been introduced to regedatéing and thereby
increase the language generative capacity of grammars céutext-free grammars [6]
which make use of only one kind of symbols, called terminalbsign have been
investigated in formal string language theory for their geivegy power and other
properties. It is known that there are regular languages thabtthe generated by any
pure context-free grammars. Recently, using the flat splmi@gation on words for the
communication between components and context-free or regulairréiesscomponents,
a variant called flat splicing grammar system has leteoduced [2] and studied. Here
with pure context-free rules in the components and alphabaticsflicing rules for
““communication" between components, we introduce an alphaksdtisplicing pure
context-free grammar systqiAFSPCFGS) as a new model of language generation. The
language class fFSPCFGS is compared with certain other language classes and as an
application we construct&FSPCFGS for describing certain “floor designs".

2. Preliminaries
We refer to [8], for concepts and results related to &rgnammars and languages. In
this section, we recall some basic notions and results.

An alphabetis a finite set of symbols. A wont overX is a finite sequence of
symbols. We denote B/, the set of all words ovay, including the empty word with
no symbols and writee™ = X* — {1}. The lengthw| of a wordw is the number of
symbols inw counting repetitions of symbolsin Clearly,|A] = 0.

We now recall the notion of flat splicing on words [1]. The iflaasplicing is
that a word with a specified ““prefix" and a specified “igufis inserted into another
word in a pre-determined position. Expressed in formal terms, apfiatng ruler is of
the form(a |y — & |B ), wherea, 8,y,6 are words over an alphal¥®tFor two words
=xafy, v =yzd§,an application of the flat splicing rute= (a |y — 6| B) to the
pair (u,v) yields the wordw = xayzdsfy and we write(u,v) -, w. A flat
splicing ruler = (a |y — & |B), wherea, B,y, are letters irtor the empty word, is
called alphabetic. A flat splicing systgifiSS) [1] is a tripleS = (%,1,R), whereX is an
alphabet], called the initial set, is a set of words o¥erandR is a finite set of flat
splicing rules [1]. TheFSS S is respectively called finite, regular or context-free
according ag is a finite set, regular set or a context-free language. |amguagel
generated by is the smallest language containingnd such that for any two words
u,v € L, the wordw is also inL, if (u,v) . w. When all the flat splicing rules are
alphabetic, thé&'SS is called an alphabetic flat splicing systéA#SS). The families of
languages generated I#SS and AFSS are respectively denoted WyFSS,X) and
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L(AFSS,X) for X = FIN,REG or CF according as the initial set is finite, regular or
context-free.

Definition 2.1. A pure context-free grammar [@CF)isG = (Z,P,A), whereX is a
finite alphabetA is a finite set of axiom words and P is a finite set of ordered @aiy3,
referred to as productions and usually wridtem y,wherea € £ andy € £*.

Derivations are done as in a context-free grammar exceputtiikie a Chomsky
context-free grammar, there is only one kind of symbol namelietn@nal symbol. The
language generated consists of all words generated from edoh akibm words. The
family of languages generated B¢F grammars is denoted BYPCF).

Example 2.1. The pure context-free gramngar= (£ = {x,y,d,P ={d - xdy}, A =
{xdy}) generates the languaf§e'dy™|n = 1}. In fact a derivation in this grammar
starts from the axiom woredy and application of the ru— xdyfor (n —1),(n =

1) , times vyields the word x"dy™ The |language generated s
L(G) = {x"dy™ | n> 1}.

Remark 2.1. It has been shown [6] that the language= {ab™ | n > 1} cannot be
generated by any pure context-free grammar.

3. Alphabeticflat splicing pur e context-free grammar systems

Flat splicing grammar systems with context-free or reguil@s in the components have
been considered in [2]. In fact essentially, alphabeticfiiting rules are considered in
[2], especially in the proofs of the results, although this isempticitly mentioned. We
refer to these as alphabetic flat splicing context-freeegular grammar systems. When
the number of componentsris n > 1, we denote the generated corresponding families
of languages respectively by, (AFSCFGS) and L, (AFSRGS).We now introduce a
variant called an alphabetic flat splicing pure contexé-fggammar system which has
pure context-free rules in the components. Rewriting is done inlgaral the
components but two different components “communicate” by alphabaticsglicing
rules. We now formally define this grammar system.

Definition 3.1. An alphabetic flat splicing pure context-free grammar tesys
(AFSPCFGS) is a construct = (%, (P1,S51), - , (P, Sp), F) where is a finite set of
symbolsp;, for eachi = 1,2,--- ,n, is a finite set of context-free rules of the form
a—-aa€lacx; s, for eachi =1,2,---,n, is a finite set of axioms ove&F is a
finite set of alphabetic flat splicing rules.

Without loss of generality, we take the language generatedh®y first
component as théanguage of I'. The family of languages generated by the alphabetic
flat splicing pure context free grammar systems with at meemponents is denoted by
L,(AFSPCFGS).

We give an example ofFSPCFGS of degree 2.
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Example 3.1. Consider the alphabetic flat splicing pure context-free grammaarsyst
AFSPCFGS of degree 2, given by
I = ({ai b; c, d: e}) ({C - aC}) {ace})l ({d - bd}! {bd})l {(Clb - dle)})

In the first component, starting with the axiom war@, application of the rule —
ac,(n — 1) times generates the word™ce, n > 1 while at the same time, in the
second component from the axiom wardl, application of the ruld — bd, (n — 1)
times generates the worbf*d, n > 1. If the alphabetic flat splicing rulg|b — d|e)
which is applicable, is applied on the péifce, b™d), then the wordi"cb™de is
derived in the first component. While alphabetic flat splicing isilno longer applicable,
application of the rule - ac can also be continued on the waerftch™de to yield
words of the forma®*™}ch™de,n > 1,m > 0. The language generated is
L(D) ={a"ce| n>1}u\{a™™ch"de| n> 1,m=> 0 }.

Theorem 3.1. L(PCF) = L,(AFSPCFGS) c L,(AFSPCFGS).
Proof: The inclusionL.,; (AFSPCFGS) S L,(AFSPCFGS) follows from the definition of
AFSPCFGS. In order to prove the proper inclusion, consider the langdage
{xb™y,zb"y | n=>1}U {za™b™y | n = 2}. The languagé, is generated by the
AFSPCFGS of degree 2, given by

I, = ({x,y,z,ab},{x > xb,x > zb},{xby}), {a — aa},{a}),{(z|la — a|b)}).
In the first component, starting with the axiom watd,, application of the rule —
xb, (n — 1) times followed by the rule - zb generates the wordb™y ,n > 1 while
at the same time, in the second component from the axiomayagplication of the rule
a - aa,n times generates the word™,n > 1. If the alphabetic flat splicing rule
(zla — a|b) which is applicable, is used on the pab’y, a™), then the worda™b™y is
derived in the first component after which the alphabetic flatisgl rule is no longer
applicable. On the other hand, the languageannot be generated by any pure context-
free grammar, by an argument analogous to proving that the Gmfueb™ | n >
1}cannot be generated by any pure context-free grammar, as mentioned in Rdmark

Coroallary 3.1. There exists a context-free language which cannot be generated by any
AFSPCFGS with one component but can be generatedARSRCFEFGS with two
components.

Proof: This is a consequence of the context-free langliage the proof of Theorem 3.1
wherein it is shown that, is not inL;(AFSPCFGS) while it is generated by the
AFSPCFGST, with two components.

Theorem 3.2. There exists a context-sensitive language which is not contextifieean
be generated by AFSPCFGS with two components.

Proof: Consider the language

Ly = {a"cb™a"eb™ | n>1}U {a"ed™ b | n> 1} . This context-sensitive
language is not a context- free language and is generated AYSREFGS

I35 = ({a,b,c,d,e},({c » ach,c —» e}, {ach}),{d — dd},{d}),{(e|ld — A|b)}).

While in the first component, a word of the fouffeb™ is generated, for the samea
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wordd™*1 is generated in the second component and at this point the fdile 1|b) is
applicable. Hence flat splicing yields the warted™**b™. Note that worda™cb™ are
also generated in the first component but these words cannot be fatispithad™*?.

4. An application

Array generating two-dimensional grammar models have beliredt[9] to generate
certain types of picture patterns, such as “floor design<iléor called “kolam patterns”)
treating the picture pattern as an array over terminabsiangenerating the array with
an array grammar and then substituting for each symbol sslmant primitive pattern,
yielding the pattern. Here we can utilize this techniguerder to generate certain linear
“kolam patterns” using thaFSPCFGS. The linear “kolam patterns” as shown in Fig.4.1
(B) (Right)constructed from the primitives shown in Fig. 4)1(kft) can be generated
by substituting in the wordsa™b™y (generated by thd FSPCFGS in the proof of
Theorem 3.1) the primitives for the respective symbols in Fig. 4.1. (A).

(A) (B)

Figure4.1: (A) Primitives (B) KolamPattern
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