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Abstract. The three-way decision-theoretic rough set modeldaehe loss function in

advance and requires the knowledge and experiefcexmerts. This hinders the

application of the model in practice. To solve thisblem, based on the artificial fish
swarm method, the process of optimization is cdraat by dynamically adjusting the
step and visual. Then the rules of the fish belraaie improved on the basis of the
optimization problem of the three-way decision-tteéic rough set model. The

experiments show that this algorithm has achievidtr run-time and smaller cost than
the artificial fish swarm algorithm and the adaetigarning algorithm.
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1. Introduction

Rough set model, was proposed by Pawlak [1] in 198#ch is used to deal with the
uncertain problems [2]. As a theory of data analysid processing, it has been widely
applied in data mining, machine learning, interofethings, cloud computing and so on
[3-6]. It is also an important intelligent inforni@t processing technology [7-8]. As
rough set model was too strict and lack of fauktance ability, decision-theoretic rough
set model was proposed by Yao [9] in 1990 which ibeeh summarized to calculate the
threshold of decision-theoretic rough set modeleuritie loss function. In [10], Yao
redefined the semantics interpretation of three-degision-theoretic rough set (TDRS)
model.

In three-way decision-theoretic rough set modetheaction has to take the
corresponding loss. How to minimize the decisiostds one of the most important
issues [11]. Jia [12-13] analyzed the relationdiépveen loss function and threshold in
three-way decision-theoretic rough set model. H® gdresented an optimum problem
and proposed an adaptive learning algorithm wiook much time and cost a lot when it
calculated threshold in an experiment. Hu [14] psmal an artificial fish swarm
algorithm to automatically determine thresholdshiree-way decision-theoretic rough set
model which didn’t take into account the impacicapacity and accuracy. In this paper,
based on the artificial fish swarm method whichuatid the step and visual, we
improved the rules of the fish behavior actiorwdts a new method to learn thresholds in
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three-way decision-theoretic rough set model wiriad achieved a faster run-time and
smaller cost than the artificial fish swarm algamit (AFSA) [12] and the adaptive
learning algorithm (ALA) [14].

2. Preliminaries

2.1. Three-way decision-theoretic rough set model

This section introduces the basic concepts of aetiheoretic rough set model [15-17].
Given an information system = (U, At,V, f), whereQ =, w,..,w} denotes the set

hasSdifferent statesA={a, a, ..., a} denotesndifferent actions are takem(c | x)is a
conditional probability when the state of objectis ¢y, and A(a, |«)is a loss function

when ¢ takes actioraj . When xtakes actiomj , the expected risk defines as follows:

R(a, 1X)= Y 1@y 1@)p (@ [x) (1)

In an approximation space, objextis usually described by equivalence clpsp.
Q={X, X%} denotes whether objectx belongs to decision classX,

p(x|[x]):m is the conditional probability when object belongs to X,
[[X1

and p(X°[[X]) =1- p(X |[X]) is the conditional probability when objextloesn’t

belong toX . If object X belongs toX A, A,Ag denotes respectively the loss

function when classifying an object into three oegi:POS(X), BNG(X), NEG(X).
On the contrary, if objeckdoesn’t belong t&X | A, ,A,,As, denotes respectively the
loss function when classifying an object into sasggons.

Usually, if objectxbelongs toX, the loss of dividingxinto positive region is
less than or equal to boundary region, and theyeasethan the loss of negative region. If
object xdoesn't belong taX , the loss of dividingxinto negative region is less than or
equal to boundary region, and they are less theuhos of positive region. So supposing
Aop < Agp < Ayp and/‘NN < Agp <Apy-

Let
q= (/]PN _/]BN) ,
(/]PN _/]BN) +(/]BP _/]PP)
y= Aoy —Aw) ’ (2)
(/]NP _/]PP) + (/]PN _/]NN)
= (/]BN _/]NN) )
(/]BN _/]NN) +(/]NP _/]BP)
According to the relationship of the loss functigetsr (1(0,1], #0[0,1), y1(0,1).In
this paper, only one case is discusgg®X |[X]) + p(X°|[X]) =1, if it satisfies the
relationship:(Apy — Agy)(Ap = Age) > (Agp = App) s thena >y > 3.
The Bayesian decision procedure suggests the fioltpwles:
(P):If p(X|[X]) = a, thenxOPOS(X);




A New Algorithm Based on the Improved Artificialdfi Swarm for Learning Thresholds
in TDRS Model
(B): If B< p(X|[X]) <a, thenx O BND(X);
(N): If p(X |[X]) < B, thenxONEG(X).

2.2.Decision-making risk minimization problem
Jia [12] presented the decision-making risk minaticn problem. Supposing there are
only two decision classes, in the decision tdblgJ) ={x, x,,...,x} » the conditional

probability is p when objectx belongs taX, which can be calculated by equivalence
class. Let correct classification cost be 0, namgly= A,,, =0, so decision cost in the
entire decision table [12] are shown as follow:

=Y AR+ 2 At 3 (R R) ©)

XCPOS(X) XBND(X)

According to formula (2), the thresholds [12] candalculated by the six loss functions.
Supposed,, = A, =0, thena, 8,yand /‘pN can be shown as follows:

Aoy = Apy,
— V
/]NP - % mPN’ (4)
_BUa-y) :
BN H ,B) PN 1
(1 a)ly=-F)
BP E(a ,3) PN'

Supposél,,, =1, according to formula (4), formula (3) can be desthias follows [12]:

ﬁfﬂa Y -a)y-p)
1- el
nZﬂ( n)+p§ﬁ , ﬁ;@ Eﬂl )+ -5 [hl -

In order to avoid more objects being divided irtie boundary region, penalty facter
(£=1)is adopt, where< B < y<a <1. Thus, the problem of solving the thresholds is

transformed into an optimization problem.

3. IAFSA for learning thresholdsin three-way decision-theoretic rough set model

3.1. Artificial fish swarm algorithm

Artificial fish swarm [18-21] can be described adldws: The state of artificial fish is
indicated as vectoX =(x,X,,...,X,) , and x(i =1,2,...,n)is the artificial fish.
Y=1f(x) is the food concentration at the current positioh tbe artificial
fish.d; =|| X; - X; |iis the distance of artificial fistvisual is the range of viewStepis
the step-lengthdis the congestion factor. Aritty number is the maximum number of
each searching test.

3.2. Fish behavioral rules
1) Foraging behavior: The artificial fisk, selects the stafe, randomly in its field of
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version, in the problem of finding a minimum, ‘vlj <Y (when finding a
maximum,Yj >Y ), it moves one step towar;stsj. Otherwise, the artificial fislX; re-
selects the stafe, . If it still cannot find the suitable location efffry_number times

selecting, then moves randomly to a new state.

2) Bunching behaviorN represents the number of partners of the artiffisa X. in its

range of version, anX _  represents the center position.Y}f N <JY,, namely, it
isn’t crowd and retained less food, so moves ¢ ®wardx . ; otherwise foraging
action will be taken.

3) Tailgating behavior: The artificial fisK; selects the best state,  in its field of

version. IfY, N <JY,, it doesn’t cause congestion, ¥pmoves one step towards  ;

otherwise, foraging action will be taken.

4) Random behavior: The artificial fisk selects the new staxe randomly in its field of
version, then moves towar(ztsj;

5) Bulletin board: The status of the optimal artificiish population is recorded. If the
information is better than the bulletin board afearch action, it replaces the above
information. When the algorithm is finished, théweof bulletin board is output.

3.3. Theimprovement of artificial fish swarm algorithm

3.3.1. Improving visual and step

Li [19] analyzed that the visual had a great infice on the behavior and convergence
performance in the algorithnAt the beginning, in order to speed up and avag@gmng

in local optimum, each artificial fish is optimizdxy a large step and visual. Further,
reducing step and visual can increase accuracypeed up. According to [20], the step
and visual can be adjusted dynamically by form@)a (

whereSep =Visual /10 ,Visual ., =2, Sep,,, =0.5, tis the current iteration time§,,., is the
maximum iteration times. The visual and step isiced dynamically. The functioais
incremented. The value ¢franges from 1 to 20.
Visual =Visual ,, —Visual [&
Step = Sep,,,, — Step @ (6)
a=exp(20x ¢ M., J)
3.3.2. Improving fish behavior action
In foraging behavior, the artificial fisK, selects the statg, randomly in its field of

version. IfY, <Y, it can be moved directly 1, . Conversely, it can re-select a new
location xjrandomly. If its condition isn't satisfied aft@firy number times searching,

and X isn’'t the best state in its field of version, th¥nmoves randomly to a new state.

If it is the best state, then retains. It can dffety reduce the operation time of the
algorithm through the above improvements.

3.4. The new algorithm based on the |AFSA for learning thresholdsin TDRS model
Input: Conditional probability value of each object.
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Output: Minimum risk costf . of the entire decision table and its corresponding
threshold ', B,y".
Stepl. Initializing the parameter: artificial fish scal® ,maximum iteration

times N ,visual, step, congestion factér and so on. Thea,5.y) was generated
randomly.

Step 2. Calculating the food concentration of each aitififish and comparing with the
state of bulletin board. If the information is legtthan the bulletin board, then replaces
the above information.

Step 3. Calculating the visual and step by formula (6).

Step 4. Nrepresents the number of partners of the artiffesalX,. X _ . represents the
center position. IfY_ N <JY , it takes bunching action, thexy moves one step

towardsX .. ; otherwise turn step 6.

Step 5. The artificial fishX; selects the best stafg, . . If Y, N < JY,, it takes tailgating
action, thenX; moves one step towards_ ; otherwise turn step 6.

Step 6. The artificial fishX;selects the state, randomly. IfYJ. <Y, it takes foraging
action, X; moves directly tox ; otherwise, the artificial fisiX; re-selects the staje, . If

attemptingTry number times select, it also cannot find the suitable iocawhich replaces
the information in the bulletin board.

Step 7. Checking the termination condition. péssed_time= N, turn step 8; Otherwise
passed_time= passed_time+1, turn step2.

Step 8. The algorithm ends. Take out the minimum cost imdorresponding threshold
in the bulletin board.

The flow chart of the new algorithm is shown in dxig 1.

Step2:Calculating the Step3 :Calculatin Stepd-6: Taking foraging bunching
food concentration and ¥ g the visual and p| and tailgating actions, updating
updating bulltin board

step dynammcally their status
Step 1:Initializin, N - .
tep 1:Imtializing < StepT:Chedking
the parameter the condition

Input:The conditional

probahility value of each Step® The um, gisk cost
object S
threshold o', §', 3"

and its comresponding

Figure 1. The flow chart of the new algorithm
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4. Experimental result

In this section, the method in this paper is catg@d with the artificial fish swarm
algorithm and the adaptive learning algorithm ie tspects of computing time and
minimum cost. Because IAFSA is a random algorittva,run the data sets 10 times and
take their average as the final result. Experimesparating environment: CPU Intell3-
230M, MHZ 3.40GHz, RAM 4G 32 bites Windows7 system, R language. Experimental
data: 14 data sets from UCI.

Table 1. Comparative analysis on computing time among thtgerithms

running time/ms
ALA AFSA IAFSA
wdbc 6.98 1.12 0.51
wpdc 3.11 0.8: 0.28
monks-1 5.49 0.92 0.44
monks-2 5.13 0.74 0.48
monks-3 5.2t 0.54 048
transfusion 12.41 0.95 0.81
credi 8.31 0.74 0.54
innosphere 4.13 0.58 0.41
bands 5.22 0.82 0.56
hepatiti 4.82 0.97 0.84
musk 3.86 0.94 0.61
voting 3.57 0.81 0.4F
agaricus 47.85 1.76 0.73
bank 563.2¢ 1.94 0.8¢

Comparative analysis on computing time(Time unig:ramong three algorithms is
shown in Table 1. From figure 2, the IAFSA rungdéashan the other two algorithms in
most data sets: wdbc, wpbc, monks-1, monks-2 artthgzoThe adaptive learning
algorithm is an iterative algorithm. Its time comxity is O(n?), and its run-time

increases as the increasing samples. IAFSA is @hastic optimization algorithm, its
running time doesn’t increase obviously.
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Figure2: Comparative analysis on computing time among thtgerithms in different
data sets
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Table 2: Comparative minimum cost among three algorithms

ALA AFSA IAFSA

wdbc 1.32 0.83 0.32
wpdc 5.2¢ 0.9¢ 0.41

monks-1 38.12 1.12 0.82
monks-2 6.1¢ 1.6¢ 1.0€
monks-3 0.3t 0.3 0.2¢

transfusion 1.11 0.95 0.72
credit 1.12 0.87 0.6¢

innosphere 5.56 1.56 1.28
band: 40.21 1.27 0.9¢

hepatitis 4.23 0.88 0.39

musk 1.96 0.76 0.74
voting 19.5¢ 0.8€ 0.7¢

agaricus 189.35 1.78 1.56
bank 123.4¢ 1.42 0.97

Comparative minimum cost among three algorithmshimyn in Table 2. From figure 3,

IAFSA gets the smaller cost in most data sets. fliner discussion is necessary. It is
immature to verify the validity of the thresholdrntly. Considering other evaluation
factors and judging the classification resultsiemgortant. We will do further research in

the next work.
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Figure4: Comparative convergence curve among three algasith
Comparative convergence curve among three algasiterahown in Figure 4, the fitness
value (risk loss) of IAFSA is obviously less thahA and AFSA. When the iteration
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time N =1,10,25, thenCost,,ro, < CO$ g < CO, , . Besides, the algorithm has a better

robustness and achieves a faster convergence. When, the fitness value ( risk loss)
of IAFSA remains stable and closes to 0.

5. Conclusions

Based on the optimization problem of the three-dagision-theoretic rough set model,
the improved artificial fish swarm algorithm is quded to learn the thresholds in three-
way decision-theoretic rough set model in this pap&ie experiments show that the
algorithm has achieved a faster run-time and smedist than the other two algorithms.
In conclusion, it is an effective and optional alton.
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