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1. Introduction

Due to lack of sharp distinction whether a paricutem belongs to a set or not, a
concept of imperfect information arises i.e., faeds. The concept of fuzzy sets
introduced by Zadeh [10] uses imprecise knowledgdefine an event. A fuzzy subset

‘A’ of universe X :{xl, x2,...,xn} is defined as

A={(x. a6 ):x DX, ,(x)0[0] & i=1.2,...n}
where,uA(xi) is a membership function which gives the degrebeddngingness of the
element X’ to the set A'. In case, t/,(%)=0 or ,(x)=1 for all ‘X' then ‘A" is

called a crisp set.
We takeX :{Xl,xz,...,xn} a discrete random variable with respective prdiis

O SRR o IR o 20andz p, =1. Shannon [9] introduced the following measure of

i=1

n
information and named it entror]'yl.(P):—Z p log, p. .

i=1
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Let us considern’ code wordsc,,C,,...,C, of lengthsl,,l,,...,|. with probabilities

P, P,,..., P, satisfying the Kraft [5] Inequalityz D™ <1, where D' is the size of

i=1

code alphabet, then the lower bound of mean code Vemgth i.e.,L:Z pl, lies

i=1
between H(P) and H(P)+1 as proved by Shannon [9] in his noiseless coding
theorem.

The concept of fuzziness, because of its propertgdansider inaccurate and
ambiguous information has vast applicability thavers fields of engineering, computer
science, medicine, fuzzy aircraft control and soDRifferent information measures along
with the basic noiseless coding theorems have giwen by several authors who include
Kapur [3,4], Renyi [7], Ashiqg et.al. [1,2], Baig.el. [6] etc. The lower bounds for the
average code-word length of a uniquely decipherattke have been obtained in terms of
Shannon’s [9] measure of entropy. Kapur [4] prommeh the relation between the
probabilistic entropy and coding. The probabilistieasures of entropy do not work in all
situations; in such cases the idea of fuzzinesdearonsidered.

2. Generalized fuzzy average codeword length
Consider the measure proposed by Safeena [8]a&t.al.

1 0 -a -a
H (A):%log{ﬁz{uf‘l () + (1= 1 05)" ’}}0<a<1,0<ﬂs1&ﬂ>a-
i=1
1)
Corresponding to the above measure (1), we propheséollowing average code-word
length

a 1 n — _ _|i L_l
e (m=-2E Iog{—z { e (%) + (1= (%)) }D s ]};
1-a n=

0<a<1,0<p<1& B>a. (2)
In equation (2), D’ is the size of code alphabet. Now, we obtain lhbeinds of (2) in
terms of (1) under the following condition

%Zn: {:u/f(l_a)(xi)"' (1_ /'{A(Xi))ﬂ(l_a)}D_li <L ©)
Or we canI;/lvrite (3) as

13 -

2 (), e ) D7 <1 @)
where )

F (06 10 (%)) = EE () + (1= 22, (%)) (5)

which is the generalized fuzzy Kraft's [5] inequli
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Theorem 2.1. For all integer¢D >1), the code-word lengthk,1,,...,|
condition (4), then the code-word length (2) s&ssthe inequality

satisfying the

n

HZ(A) <L? (A); 0<a<1,0<B<1& f>a. (6)

The equality holds in (6) if

l, =—log, ! : (7)

{1 (sa(x). 10 ()}

Sk

n
i=1
where

(). 00)) = (6 + (1= (1))

Proof: By Holder’s inequality, we have

1 1
Zn: %Y, 2[i Xipjp (Z Yiqjq ; OXLY, O;i:l2,...,n&£p+§:1. (8)
= i1 i1

(p<1(20),0<0) or (q<1(#0), p<0).

The equality holds if and only if there exists &igige constantc¢’ such that

Xip :Cyiq'

&),

Substituting, X :E f(p0(%), My (xi))} D™

|1 (ﬁJ _a-1 a
Yi _l:ﬁf(/jA(Xi)’:uA’(Xi)):| ’ p_T& q=1-a.

Using these values in (8) and after simplificatioe, get

DR UKV AE

i=1

[Z[%{ | (ﬂA(X)’ﬂN(X))}DImH {i[%{ f (uA<xi),uA,<x>)}ﬂw

i=1

(9)
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Using inequality (4), we get

3

:{Z[ {f (ﬂA(xi),ﬂA.(xi))}ﬂ {Z_—{f(y,\(x)m(x))} '[l]”

[ ()
nl E{ f ('“A(Xi)’ﬂAr(Xi))}ﬂ <1

(5%)

Sk

(F (000 Lo J“

i=1

(10)

Applying logarithms with basé>’ to the both sides of (10), we get

1|09)|: Z‘i flenx), /'IA(X))}:|<|O%[ Z{ f /JA()Q /,[A()g))} 4[0 l):l
(11)

AsO < ,8 <1, multiplying both sides of (11) B§¥>0 , we get

A alogo[ii{ (#a(%), uA(x))}}—ﬂlog{nZ{ (ﬂA(&),ﬂA(m)}D_m}

i=1 i=1

1-
(12)

Using (5) in (12), we get

£ log, Ei{uff“‘”’ %)+ (1= w1, (4)) }}S

l-a i=1

i=1

fﬁ” o0 L S {2 )+ (1- (%)) (H)}D_"[a]} .

We can write the above as
HZ(A)<LS(A).

Hence, the result is established.

We have from equation (7),

1

l, =-log, 1o .
= RAIVACINNCS));

ni=
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or b = - 1 _ (13)
S5 (a 00 ()}

i=1

Raising both sides of (13) to the pO\(/gi’_—lj , we get
a

7
_%-1]: 1
DR LIRCHWINES);

i=1

1-a

orp - S0} | 19
Multiplying both sides of equation (14) %3{ f (,uA(xi ),,uA,(xi))} , and then summing

overi=12,...,n, we get

n

ZE{ f (al% >,uAv(xi))}D"m]=iE{ VNG [

i=1 i=1

Applying logarithms to the bas®* on both sides of (15), and then multiplying both

sides byﬁ, we get
1-a

l-a = 1-a

i=1

9 1og, EZ{ (40 0%) 445 (% ))}D_I{a"l] }ilog{ﬁi{ F(aa %), 1 (% ))}}
We can write the above equation as

LE (A)=HE(A).
Hence, the result is established.

Theorem 2.2. For every code with lengths,l,,...,| satisfying the condition (4),
L? (A) can be made to satisfy the inequality
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LY (A)<HZ(A)+[B; 0<a<1,0<pB<1& B>a . (16)
Proof: From thetheorem 2.1, we have
La (A =HZ(A). (17)
(17) holds if and only if
D™= 1o 1 ;0<a<1,0<p<1& B>a.
SR RAVACIRTEY))

i=1

i=1

= =logDEi{ f (uA(xi),uA,(xi))}}

We chose the code-word lengths(i=12,...,n)in such a way that they satisfy the
inequality

000 £ 3 (a1 ) <1 <108 | L1 (0,060,150} 2

(18)

Considering the interval of length unity as
18 18
3 {IOQ{EZ{ f (4% ),ﬂ;\v(&))}} log, [;Z{ f (ﬂA(&),ﬂA'(&))}}l} :
i=1 i=1
In everyd, , there lies one positive integkrsuch that

0<togg| F31 1 (x4 0| 21 < fomo | 23 1 (1), s 0} 2
19

i=1

We will first show that the sequendgl,,...,|,, satisfies the generalized fuzzy Kraft [5]
inequality (4). Now, taking L.H.S. of (19), we have

IOQDE {f (ﬂA(x).ﬂA'(x))}} <.
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D" < — 1 : (20)
SRPRCSWACY)

i=1

Multiplying both sides of (20) byl{ f (,uA(xi),,uA,(xi))} and then summing over
n

i=12,...,non both sides, we get
13 n
=~ (A 00) 1 ()} D7 <1
i=1

which is the generalized fuzzy Kraft [5] inequality

Now, taking R.H.S. of (19), we have

|, < log, EZ{ f (ﬂA(&),uA'(x))}}l-

i=1

D' < HZ{ F (U (%) o (xi))}} D. 21)

i=1

Since,0<a <1thus (l1-a)>0 and (ﬂj>0 . Now, raising both sides of (21) to the
a

(%)
powell — |, we have
a

1-a
(1 i ]

o'l ]{%;{ (a(%) 22 (%) D}(” -

1-a

o'l EZ {1 (uA<xi>,uAv<xi))}}( o) @2

Multiplying both sides of equation (22) b%{ f (,uA(xi ),,uA,(xi))} , and then summing
overi=1,2,...,non both sides, we get

Sk )1 i (E=
Z{;{f(uA(xi),uA,(xa)}D (”)]<Z{{;{f(uA(x),uAm)}} D(”)]-

(23)
Applying logarithm to the bas®' on both sides of (23), we get
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|09D[:—LG:{ f (IUA(Xi)!:uA’ (% ))}D—n(aj%llog{}i{ f (IUA(Xi)i,UA' (% ))}}_(1—_0’)
ey a ni -

(24)
Since 0<a<1&0<p<1thus (1-a)>0& (10,3

equation (24) b{a_ﬁj , we get
l1-a

j>0.MuItipIying both sides of

a-1

B 1og, [%Z{ (220X, 225 (X))}D i(”]}l'g |09{%i{ HVACI A (x))}}ﬁ-

l1-a =) -a

i=1

orlL”(A)<H?(A) +f; 0<a<1,0<B<1& B>a.
Hence, the result is established.

3. Conclusion

In this article, we propose a new generalized fuczae word IengtH.ﬁ (A) and develop

the coding theorems corresponding to this code Veargth and also show that
H;f(A)s L§(A)<H5(A)+,B; 0<a<1,0<p<l& B>a.
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