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1. Introduction 
Due to lack of sharp distinction whether a particular item belongs to a set or not, a 
concept of imperfect information arises i.e., fuzziness. The concept of fuzzy sets 
introduced by Zadeh [10] uses imprecise knowledge to define an event. A fuzzy subset 
‘A’ of universe { }nxxxX ...,,, 21=  is defined as 

( )( ) ( ) [ ]{ }nixXxxxA iAiiAi ...,,2,1&1,0,:, =∈∈= µµ  

where ( )iA xµ  is a membership function which gives the degree of belongingness of the 

element ‘ ix ’ to the set ‘A’. In case, 0)( =iA xµ  or  1)( =iA xµ  for all ‘ ix ’ then ‘A’ is 

called a crisp set. 
We take { }nxxxX ...,,, 21=  a discrete random variable with respective probabilities

nppp ...,,, 21 , 0≥ip and 1
1

=∑
=

n

i
ip . Shannon [9] introduced the following measure of 

information and named it entropy. ∑
=

−=
n

i
iDi ppPH

1

log)( . 
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 Let us consider ‘n’ code words nccc ...,,, 21  of lengths nlll ...,,, 21 with probabilities 

nppp ...,,, 21  satisfying the Kraft [5] Inequality 1
1

≤∑
=

−
n

i

liD , where ‘D’ is the size of 

code alphabet, then the lower bound of mean code word length i.e., ∑
=

=
n

i
iilpL

1

 lies 

between )(PH  and 1)( +PH  as proved by Shannon [9] in his noiseless coding 
theorem. 

The concept of fuzziness, because of its property to consider inaccurate and 
ambiguous information has vast applicability that covers fields of engineering, computer 
science, medicine, fuzzy aircraft control and so on. Different information measures along 
with the basic noiseless coding theorems have been given by several authors who include 
Kapur [3,4], Renyi [7], Ashiq et.al. [1,2],  Baig et. al. [6] etc. The lower bounds for the 
average code-word length of a uniquely decipherable code have been obtained in terms of 
Shannon’s [9] measure of entropy. Kapur [4] propounded the relation between the 
probabilistic entropy and coding. The probabilistic measures of entropy do not work in all 
situations; in such cases the idea of fuzziness can be considered. 

2. Generalized fuzzy average code word length 
Consider the measure proposed by Safeena [8] et.al. as 
 

( ){ } .&10,10;)(1)(
1

log
1

)(
1

)1()1( αββαµµ
α

β αβαββ
α >≤<<<







 −+
−

= ∑
=

−−
n

i
iAiAD xx

n
AH

                  (1) 
Corresponding to the above measure (1), we propose the following average code-word 
length 

 ( ){ } ;)(1)(
1

log
1

)(
1

1

)1()1(












−+

−
=








 −
−

=

−−∑ α
α

αβαββ
α µµ

α
αβ iln

i
iAiAD Dxx

n
AL  

       .&10,10 αββα >≤<<<   (2) 
In equation (2), ‘D’ is the size of code alphabet. Now, we obtain the bounds of (2) in 
terms of (1) under the following condition 

 ( ){ } .1)(1)(
1

1

)1()1( ≤−+ −

=

−−∑ il
n

i
iAiA Dxx

n
αβαβ µµ            (3) 

Or we can write (3) as 

 ( ){ } .1)(,)(
1

1

≤−

=
′∑ il

n

i
iAiA Dxxf

n
µµ              (4) 

where 

 ( ) ( ) )1()1( )(1)()(,)( αβαβ µµµµ −−
′ −+= iAiAiAiA xxxxf .          (5) 

which is the generalized fuzzy Kraft’s [5] inequality. 
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Theorem 2.1. For all integers )1( >D , the code-word lengths nlll ...,,, 21  satisfying the 

condition (4), then the code-word length (2) satisfies the inequality  

 .&10,10;)()( αββαβ
α

β
α >≤<<<≤ ALAH           (6) 

The equality holds in (6) if 

 

( ){ }
.

)(,)(
1

1
log

1


















−=
∑

=
′

n

i
iAiA

Di

xxf
n

l
µµ             

(7) 

where 

 ( ) ( ) )1()1( )(1)()(,)( αβαβ µµµµ −−
′ −+= iAiAiAiA xxxxf . 

Proof: By Holder’s inequality, we have 

 1
11

&...,,2,1;0,;

1

1

1

1 1

=+=∀














≥ ∑∑ ∑
== = qp

niyxyxyx ii

qn

i

q
i

pn

i

n

i

p
iii .     (8) 

     ( )0),0(1 <≠< qp or ( )0),0(1 <≠< pq . 

The equality holds if and only if there exists a positive constant ‘c’ such that 

 q
i

p
i cyx = . 

Substituting, ( ) il
iAiAi Dxxf

n
x −










−

′ 




=
1

)(,)(
1 α

α

µµ . 

 ( )









−

′ 




=
α

µµ
1

1

)(,)(
1

iAiAi xxf
n

y , α
α

α −=−= 1&
1

qp . 

Using these values in (8) and after simplification, we get 

 ( ){ } ≥





∑

=

−
′

n

i

l
iAiA

iDxxf
n1

)(,)(
1 µµ

 

( ){ } ( ){ } .)(,)(
1

)(,)(
1

1

1
1

11

1









−









−









































∑∑

=
′

=








 −−

′

α
α

α

µµµµ α
α n

i
iAiA

n

i

l

iAiA xxf
n

Dxxf
n

i

 

                  (9) 
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Using inequality (4), we get 

 

( ){ } ( ){ } .1)(,)(
1

)(,)(
1

1

1
1

11

1

≤
















































−









−

∑∑
=

′
=








 −
−

′

α
α

α

µµµµ α
α n

i
iAiA

n

i

l

iAiA xxf
n

Dxxf
n

i

( ){ } ( ){ } .)(,)(
1

)(,)(
1

1
1

1

1

1

1










−








−


























≤














⇒ ∑∑

=








 −−

′
=

′

α
α

α

α
α

µµµµ
n

i

l

iAiA

n

i
iAiA

i

Dxxf
n

xxf
n

                (10) 

Applying logarithms with base ‘D’ to the both sides of (10), we get 

( ){ } ( ){ } .)(,)(
1

log
1

)(,)(
1

log
1

1

1

1

1 











−
≤








− ∑∑
=








 −
−

′
=

′

n

i

l

iAiAD

n

i
iAiAD

i

Dxxf
n

xxf
n

α
α

µµ
α

αµµ
α

 

                          (11) 

As 10 ≤< β , multiplying both sides of (11) by 0>β , we get 

( ){ } ( ){ } .)(,)(
1

log
1

)(,)(
1

log
1 1

1

1 











−
≤








− ∑∑
=








 −
−

′
=

′

n

i

l

iAiAD

n

i
iAiAD

i

Dxxf
n

xxf
n

α
α

µµ
α

αβµµ
α

β
 

                           (12) 

Using (5) in (12), we get 

( ){ } ≤






 −+
− ∑

=

−−
n

i
iAiAD xx

n 1

)1()1( )(1)(
1

log
1

αβαβ µµ
α

β
 

  

 ( ){ }











−+

− ∑
=








 −
−−−

n

i

l

iAiAD

i

Dxx
n 1

1
)1()1( )(1)(

1
log

1
α

α
αβαβ µµ

α
αβ

. 

We can write the above as 

 )()( ALAH β
α

β
α ≤ . 

Hence, the result is established. 
We have from equation (7), 

 

( ){ }
.

)(,)(
1

1
log

1


















−=
∑

=
′

n

i
iAiA

Di

xxf
n

l
µµ
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  Or 

( ){ }
.

)(,)(
1

1

1


















=
∑

=
′

−
n

i
iAiA

l

xxf
n

D i

µµ
          (13) 

Raising both sides of (13) to the power 






 −
α

α 1
, we get     

 Or 

( ){ }
.

)(,)(
1

1

1

1

1








 −

=
′








 −
−



















=
∑

α
α

α
α

µµ
n

i
iAiA

l

xxf
n

D
i

 

Or ( ){ } .)(,)(
1

1

1

1 






 −

=
′








 −
−








= ∑
α
α

α
α

µµ
n

i
iAiA

l

xxf
n

D
i

         (14) 

Multiplying both sides of equation (14) by ( ){ })(,)(
1

iAiA xxf
n

′µµ , and then summing 

over ni ...,,2,1= , we get 

( ){ } ( ){ } .)(,)(
1

)(,)(
1

1

11

1
αα

α

µµµµ ∑∑
=

′
=








 −
−

′ 




=










 n

i
iAiA

n

i

l

iAiA xxf
n

Dxxf
n

i

       (15) 

Applying logarithms to the base ‘D’ on both sides of (15), and then multiplying both 

sides by
α

αβ
−1

, we get 

( ){ } ( ){ } .)(,)(
1

log
1

)(,)(
1

log
1 11

1










−
=












− ∑∑
=

′
=








 −
−

′

n

i
iAiAD

n

i

l

iAiAD xxf
n

Dxxf
n

i

µµ
α

βµµ
α

αβ α
α

We can write the above equation as 

 )()( AHAL β
α

β
α = . 

Hence, the result is established. 

Theorem 2.2. For every code with lengths nlll ...,,, 21 satisfying the condition (4), 

)(ALβ
α can be made to satisfy the inequality 
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 αββαββ
α

β
α >≤<<<+< &10,10;)()( AHAL  .         (16) 

Proof: From thetheorem 2.1, we have 

 )()( AHAL β
α

β
α = .             (17) 

(17) holds if and only if 

 

( ){ }
.&10,10;

)(,)(
1

1

1

αββα
µµ

>≤<<<



















=
∑

=
′

−
n

i
iAiA

l

xxf
n

D i  

 ( ){ } .)(,)(
1

log
1








=⇒ ∑
=

′

n

i
iAiADi xxf

n
l µµ  

We chose the code-word lengths )...,,2,1( nili = in such a way that they satisfy the 

inequality 

( ){ } ( ){ } .1)(,)(
1

log)(,)(
1

log
11

+






<≤







∑∑

=
′

=
′

n

i
iAiADi

n

i
iAiAD xxf

n
lxxf

n
µµµµ  

                            (18) 

Considering the interval of length unity as 

 

( ){ } ( ){ } .1)(,)(
1

log,)(,)(
1

log
11









+














= ∑∑
=

′
=

′

n

i
iAiAD

n

i
iAiADi xxf

n
xxf

n
µµµµδ  

In every iδ , there lies one positive integer il  such that 

( ){ } ( ){ } .1)(,)(
1

log)(,)(
1

log0
11

+






<≤






< ∑∑
=

′
=

′

n

i
iAiADi

n

i
iAiAD xxf

n
lxxf

n
µµµµ

                (19) 

We will first show that the sequence nlll ...,,, 21  satisfies the generalized fuzzy Kraft [5] 

inequality (4). Now, taking L.H.S. of (19), we have  

 ( ){ } i

n

i
iAiAD lxxf

n
≤








∑

=
′

1

)(,)(
1

log µµ . 
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( ){ }
.

)(,)(
1

1

1


















≤⇒

∑
=

′

−
n

i
iAiA

l

xxf
n

D i

µµ
          (20) 

Multiplying both sides of (20) by ( ){ })(,)(
1

iAiA xxf
n

′µµ  and then summing over 

ni ...,,2,1= on both sides, we get 

 ( ){ } 1)(,)(
1

1

≤−

=
′∑ il

n

i
iAiA Dxxf

n
µµ . 

which is the generalized fuzzy Kraft [5] inequality. 

Now, taking R.H.S. of (19), we have  

 ( ){ } 1)(,)(
1

log
1

+






< ∑
=

′

n

i
iAiADi xxf

n
l µµ . 

 ( ){ } .)(,)(
1

1

Dxxf
n

D
n

i
iAiA

li








<⇒ ∑
=

′µµ           (21) 

Since, 10 <<α thus 0)1( >−α and 0
1 >







 −
α

α
. Now, raising both sides of (21) to the 

power 






 −
α

α1
, we have 

( ){ } .)(,)(
1

1

1

1 






 −

=
′








 −








< ∑
α

α

α
α

µµ Dxxf
n

D
n

i
iAiA

li

( ){ } .)(,)(
1

1
1

1

1







 −






 −

=
′








 −
−








<⇒ ∑ α
α

α
α

α
α

µµ Dxxf
n

D
n

i
iAiA

li

                                 (22) 

Multiplying both sides of equation (22) by ( ){ })(,)(
1

iAiA xxf
n

′µµ , and then summing 

over ni ...,,2,1= on both sides, we get 

( ){ } ( ){ } .)(,)(
1

)(,)(
1

1

1
1

1

1

∑∑
=








 −

′
=








 −
−

′ 



















<











 n

i
iAiA

n

i

l

iAiA Dxxf
n

Dxxf
n

i α
α

αα
α

µµµµ  

                (23) 
Applying logarithm to the base ‘D’ on both sides of (23), we get 
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( ){ } ( ){ } .
1

)(,)(
1

log
1

)(,)(
1

log
11

1








 −+






<











∑∑

=
′

=








 −
−

′ α
αµµ

α
µµ α

α n

i
iAiAD

n

i

l

iAiAD xxf
n

Dxxf
n

i

           
                (24) 

Since 10 <<α & 10 ≤< β thus 0)1( >−α & 0
1

>








− α
αβ

.Multiplying both sides of 

equation (24) by 








−α
αβ

1
 , we get 

 

or αββαββ
α

β
α >≤<<<+< &10,10;)()( AHAL . 

Hence, the result is established. 

3. Conclusion 
In this article, we propose a new generalized fuzzy code word length )(ALβ

α and develop 

the coding theorems corresponding to this code word length and also show that 

αββαββ
α

β
α

β
α >≤<<<+<≤ &10,10;)()()( AHALAH . 
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