Progressin Nonlinear Dynamics and Chaos
Vol. 8, No. 1 & 2, 2020, 41-51

ISSN: 2321 — 923gonline) Progress in
Published on 28 December 2020 ¥

www.resear chmathsci.org No..‘l“‘deChar
DOI: http://dx.doi.org/10.22457/pindac.v8n1a08705 Dynamics and Chaos

Convergence, Per manent and g-inver se of
m-Polar Fuzzy Matrix
Goirika Saha

Department of Applied Mathematics with Oceanologgl £omputer Programming
Vidyasagar University, Midnapore, West Bengal,72,18dia
Email: goirikasaha@gmail.com

Received 22 November 2020; accepted 27 December 2020

Abstract. In this paper, m-polar fuzzy matrix is introducédfuzzy matrix, each element
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1. Introduction
Fuzzy matrices were introduced for the first timeThomason [4], who discussed the
convergence of powers of fuzzy matrix. Xin studilee controllable fuzzy matrix. Ragab
et al. [3] presented some properties of the min-o@rposition of fuzzy matrices. Kim
et al. [2] presented some important results onrdetant of a square fuzzy matrices.
Several other types of matrices are available azyfisetup. There are some
limitations in dealing with uncertainties by fuzzgt. Pal et al. defined intuitionistic fuzzy
determinant in 2001 [18] and intuitionistic fuzzyirices (IFMs) in 2002 [19]. Bhowmik
and Pal [8] introduced some results on IFMs, ifgnistic circulant fuzzy matrix and
generalized intuitionistic fuzzy matrix [8-14]. Shmal and Pal [25-27] defined the
distances between IFMs and hence defined a metritFMs. They also cited few
applications of IFMs. In [17], the similarity relans, invertibility conditions and
eigenvalues of IFMs are studied. Idempotent, regulgpermutation matrix and spectral
radius of IFMs are also discussed. The parametenmatool of IFM enhances the
flexibility of its applications. For other works difMs see [5-7,16,22,23,26,27]. The
concept of interval-valued fuzzy matrices (IVFMs) @ generalization of fuzzy matrix
was introduced and developed in 2006 by ShaymalPaid28] by extending the max-
min operation in fuzzy algebra. For more works ¥irMs see [21]. Combining IFMs
and IVFMs, a new fuzzy matrix called interval-vaduntuitionistic fuzzy matrices
(IVIFMs) is defined [15]. For other works on IVIFMsee [12,14]. For recent works on
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uncertain matrix theory see [30-33]. The m-polazfuset is also investigated in many
other areas such as m-polar fuzzy graph theory3fg4-

In this paper, the m-polar fuzzy matrix is intradd and convergence, permanent
and g-inverse are investigated with suitable exaspMany results are also presented
here.

2. Convergence of m-polar fuzzy matrix
The m-polar fuzzy matrix (mFM) is a generalizatiof fuzzy matrix in terms of
complements of elements. In fuzzy matrix, each el@nrepresents the membership
value of an element and its values lies betweenddlaincluding 0 and 1. On the other
hand in m-polar fuzzy matrix each element is asecbntaining m elements and value
of each element lies between 0 and 1 includingdlamAn example of mFM is shown
below:

(0.2,0.5,0.6) (0.3,0.2,0.1)

(0.6,09,0.2) (0.4,0.5,0.3)

(0.4,0.2,0.8) (0.5,0.4,0.7)

This is a3 x 3 matrix and each element has three componentst B@a BFM of
order3 x 3.

The set of all mFMs of orden x n is denoted by,,,,, and that of ordenr x n is
denoted byM,,.

In this section, we introduce the concept of cogeace and power of
convergence of mFM. In general, we know that, thequence of matrices
ALALA;, ... Anir...., That is {An} is said to be converge to a finite matrix A (iists)
if

lim A4,, = A.
m-— oo
Definition 2.1. (Power conver gence of mFM)
A least positive integer p is said to the powecaivergence of a mFM A in respectively
to a binary composition * if
Ap+n:Ap+n-]:Ap+n-2:
where, rEN (set off all natural number) and
A2 =AxAA3=AxAxA=A?+A, and soon.
The number p is called the index of A and is deth@itgi(A).

Definition 2.2. The partial order relatiors’ over M, is defined as A B iff a; < by for
alli,j €{1,2,3, .....,m} where A=(g), B=(bj)OM,,. where a&=(a,"a7 ......3");
by=(b;'. ;% .......0;™), that is, A< B iff A+B=B, A<B holds iff A< B and A¢B.

Definition 2.3. A matrix a is said to bailpotent of orderk if A“= 0 for some k positive
integer, and A isdempotent if A’=A.

Lemma 2.1. Let A=(a)Ou,,,be a mFM. If r > m, then & Y7 A%, where A=l

As aresult, A*<ym Ak,
Proof: Let B=XT- . A%, Now, g < i,= by. since, #°= iy
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If i # ], we consider, an arbitrary summand of RHS ofadityy i.e. §1,81j2,825,- .. - .- ,8-1
Since j,jz, ... jr1, J{1,2,3,.....,m} and r+1 > m there are such that st j-j, (0<s <
t<rjo=1 jm=1).

Deleting @ js+1,8s+1js+2-----&1jt from the summand jgap a5, . ....,8-1,we obtain,
8ij1,812:32i3 - - - 1Gr-1j=84j1,B1j2: F2j3 - - - - 195-1j Br-1j

If the number s+r-t+2 of the subscript in the RH3he above inequality still more than
m, the same deleting method is used.

Therefore, there is a positive integemtlsuch that Aijajyjy W2 s Yir— J=
Q) @y 4Gy o0 @, - HENCE by definition of Awe have, A<y al]( ) =Dy

i.e. A<yt Ak < ymot Ak,

Definition 2.4. Let A, B, CO u., the m-polar fuzzy matrix A is said to beansitive, if
A%< A. the mFM B is said to be transitive closure aftrix A, if B is transitive, A< B
and B< C for any transitive matrix C, satisfying A C, the transitive closure of A is
denoted by t(A).

Theorem 2.1. Let AOun be mFM. Then the transitive closure of A is givby
tA)=E7, AX.

Proof: Let, B=XT-, A¥, obviously A< B sinceunis idempotent under addition, we have
BZ_ 2m Ak < lecm Ak

or, BZ<B+ZK ma1 A

By Lemma 2.1,

Ak<ym At =Bask>m

Hence, B<B.

If there is a matrix C such thatsAC and G< C.

Then A< AC < C?’< C and by induction, we have‘A C*< C for all positive integer k
hence, B< C.

Thus, by the definition of transitive closure, BaY ™, Ak,

(1,0,0) (0,0,0)
(0,0,0) (0,1,1))'

, _ ((1,0,0) (0,0,0)
Then,A —<(0’0,0) (0,1,1)).

Then,t(A) = A + A?

_ (0,0) (0,00)),/(1,0,0) (00,00 _ ((1,0,0) (0,0,0)
_((0.0.0) (0.1.1)> ((0.0.0) (0.1,1)>_((0,0.0) (0;1,1)>'

Example2.1. LetA = (

Theorem 2.2. Let Alu,,be a mFM. If either A< A" or A'< A%holds for every q <, then
A converges.

Proof: Let A=(g;) and A'< A" for every q <, then;& < g

= 3, < g," and ?p(q)< 0
Therefore, @,(q)< an )<a g D< g, *2<
And

a (q)< a (I’)< a (I’+1)< a (r+2)< ....... < ajp(t) — a»]p
for finite naturals numbers s, t, simply, a flnltmmbers of distinct mFM occurs in the
power of A, hence, A converges.

(t+1)_
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Similarly, it can be shown that, A converges whér A%for every q <r.

Definition 2.5. Let A=(g))0umbe a mFMA is said to be row diagonally dominant jia
& (1<i, j<m), Amatrix A is called diagonally dominant ifis both row and column
diagonally dominant.

Diagonally dominant property is very important retmatrix and its determinant theory,
here we mention some results using this.

Theorem 2.3. Let Alu, be a mFM. If A< A" for every g < r and A is row column
diagonally dominant, then A converges tofédr some kK m-1.
Proof: Let A be row diagonally dominant. Now,

k) —
aijn( )_Zfz'f3'----'fk—1 QijinGj j,nj, jsm......
= 2j; Aijin=qijn
Similarly, agikp)gaiip, therefore,agf)saii. On the other handy; < ai(ik) (k > 1), also,
using the lemma we conclude that,™ &A™
Hence, A converges to' for some K m-1.

jg—1in

Theorem 2.4._Let Allu,, be mFM. IfA9 < A™ for every g < r and A is row or column
diagonally dominant, then A is power convergent emaverged to t(A).

Proof: From the previous said theorem, ifAA" for every g < r then A converges,
Taking q =1, r = 2, we get AAZ Similarly, A< A< A*<......

Now, t(A) =X AF = A+ A2 + A3 +......+A"

Again, since A is row or column diagonally dominahtconverges to Afor some £m-1.
Then,

A<A’<AR<. . <Al= A= AM2= L =AT

Therefore t(A)=A

Then A is the power converges to

t(A) =A+A%+A° =A+A%+A% = A?(since A=A).

3. Permanent and its properties
The permanent has a rich structure when restritcbedertain classes of matrices,
particularly, matrices of zeros and once, (entrge)inon negative matrices and (+ve)
semidefinite matrices. furthermore, there is aamrsimilarly of its properties over the
classes of non-negative matrices and the classve) 6emi definite matrices.

In this part, permanent of m-polar fuzmatrices defined with some examples.
Some properties due to permanent nature of mFNs@sdiscussed here. Also, a method
to evaluate the permanent for large order mFM seidieed.

Definition 3.1. (Permanent) If A=[aij] wn iS @ crisp matrix of orden X n, then the
permanent of A is denoted by per(A) and definedms (A)= ses,, [1i= Aio(i)-
where, $the symmetric group of order n.

Here is an example to illustrate the permanentasfsp matrix.
Example 3.1.
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7 2 1
LetA = (7 7 2) be a crisp matrix of ord&rx 3.
7 7 3
Then, per(A) = &.8 8s3+812.8p3. 851+ 813 8p2. 8g1t 811.83.857+ 80281853+ B3 81,882
=7.7.3+2.2.3+1.7.7+7.2.7+241.3.7
=419

Definition 3.2. Let A=[a;],x, be a m-polar fuzzy matrixyhere, g=(a",a,?, ...... g™),
And < a®<1, forall k.
Then the permanent dfis denoted by pedl) and defined by
per @):ZJGS Hf:l aia(i) for p=q
[where S is the set of all one e onapping from {1,2,.....,p} to{1,2,....,q}]
And
per @)=Y ses[17_; aisry forp>q
[where S is the set of all onene enapping from {1,2,.....,q} to{1,2,....,p}]
Two expression are written for the permanent ofrixabecause for p > g, there are one-
to-one mapping from {1,2,.....,q} to{1,2,....,p}.in thicase no one-to-one mappings are
possible from {1,2,.....,p} to{1,2,....,q}.
Following example are consider to illustrate thérdon.

Example 3.2.
0) t

- ((0.3,0.4,0.6) (0.8,0.7,0.1) (0.5,0.6,0.9)
_((0.4,0,7,0.5) (0.9,0.6,0.2) (0.1,0.7; .5))

Therefore, per @)=max{ min ((0.3,0.4,0.6),(0.9,0.6,0.2)),
min((0.3,0.4,0.6),(0.1,0.7,0.6)), min ((0.8,0.7))(@.4,0.7,0.5)),
min ((0.8,0.7,0.1),(0.1,0.7,0.5)),min((0.5,0.6,0(0@%,0.7,0.5)),
min((0.5,0.6,0.9),(0.9,0.6,0.2))}

= max {(0.3,0.4,0.2),(0.1,0.4,0.5),(0.4,0.7,0.D),1(0.7,0.1), (0.4,0.6,0.5),(0.5,0.6,0.2)}

=(0.5,0.7,0.5).

(0.2,0.4,0.6) (0.3,0.6,0.5)
(i) B=| (0.6,0.8,0.1) (0.7,0.9,0.2)
(0.4,0.3,0.5) (0.6,0.3,0.3)
per(B)= max { min((0.2,0.4,0.6),(0.7,0.9,0.2)), min((@2,0.6),(0.6,0.3,0.3))
min((0.6,0.8,0.1),(0.3,0.6,0.5)), min((0.6,0.8,0(0)6,0.3,0.3))
min((0.4,0.3,0.5),(0.3,0.6,0.5)), min((0.4,0.3,0()7,0.9,0.2))}
= max{(0.2,0.4,0.2),(0.2,0.3,0.3),(0.8,0.1),
(0.6,0.3,0.1),(0.3,0.3,0.5¥(8,0.2)}
= (0.6,0.6,0.5)

(iif)
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(0.1,0.3,0.6) (0.3,0.5,0.1) (0.2,0.4,0.3)
LetC=| (0.5,0.3,0.7) (0.6,0.6,0.4) (0.2,0.3,0.4)
(0.1,0.3,0.5) (0.3,0.1,0.7) (0.1,0.3,0.7)
per(C)=max{ min((0.1,0.3,0.6),(0.6,0.6,0.4),(0.1,0.3,0.7)
min((0.3,0.5,0.1),(0.2,0.3,0(6)1,0.3,0.5))
min((0.2,0.4,0.3),(0.5,0.3,0.3)3,0.1,0.7))
min((0.2,0.4,0.3),(0.6,0.6,0.@)1(0.3,0.5))
min((0.3,0.5,0.1),(0.5,0.3,0.3)1(0.3,0.7))
min((0.1,0.3,0.6),(0.2,0.3,0.6)3(0.1,0.7))}
= (0.1,0.3,0.5).

3.1. Some propertiesof mFMs
Some trivial properties of permanent of mFMs aespnted below.

1. For any triangular or diagonal mFA)
per(A)=min{of its diagonal entries}.

2. For any row MFM or column mFM
perA)=max{of the entries}.

3. If A andB are any two mFM, such that bot® andB4 are defined, then
per(AB)per(BA).

In general the proof of the above properties agegiit forward, they are illustrated of the

following examples :

Example 3.3.
(0.1,0.2,0.3) (0.4,0.6,0.5) (0.5,0.3,0.6)
LetA = (0,0,0) (0.1,0.5,0.6) (0.4,0,0.6)
(0,0,0) (0,0,0) (0.2,0.,3,0)
Then

per(4)=(0.1,0.2,0.3)(0.1,0.5,0.6)(0.2,0.3,0)+(0.1,0.2@3},0,0.6)(0,0,0)+
(0.4,0.6,0.5)(.4,0,0.6)(0,0,0)+(0.4,0.6,0.5)(0,(0®,0.3,0)+(0.5,0.3,0.1)(0,0,0)(0,0,0)+
(0.5,0.3,0.1)(0.1,0.5,0.6)(0,0,0)
per(4) = (0.1,0.2,0)+(0,0,0)+(0,0,0)+(0,0,0)+(0,0,0)+(0)0

=(0.1,0.2,0).

Example 3.4.

(0.6,0.2,0.3) (0.2,0.4,0.1) (0.5,0.3,0.1)
LetA =|{ (0.8,0.5,0.9) (0.4,0.3,0.6) (0.2,0.4,0.6) | and
(0.4,0.7,0.5) (0.3,0.7,0.6) (0.5,0.7,0.2)
(0.1,0.3,0.6) (0.3,0.5,0.1) (0.2,0.4,0.3)

B =1 (05,03,0.7) (0.6,0.6,0.4) (0.2,0.3,0.5)
(0.1,0.3,0.5) (0.3,0.1,0.7) (0.1,0.3,0.7)
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Then

(0.2,03,0.7) (0.3,0.4,0.4) (0.2,0.3,0.5)
AB = (04,03,06) (0.4,0.5,0.6) (0.2,0.4,0.6)
(0.3,0.3,0.6) (0.3,0.6,0.4) (0.2,0.4,0.5)

(0.3,0.5,0.3) (0.3,0.4,0.6) (0.2,0.4,0.2)
andBA = | (0.6,0.5,0.5) (0.4,0.3,0.7) (0.5,0.4,0.4) | =
(0.3,0.3,0.7) (0.3,0.3,0.6) (0.2,0.3,0.6)

We have, per(AB)=(0.2,0.3,0.4), per(BA) =(0.2,0.3)0
Therefore, per(AB¥ per(BA), in general.

Proposition 3.1. For any mFMA, perd)=per@T).

Proof: Let A = [a,, ] Wherea;,=(a};, aZj, ... ..., af}),

When n<p

per(;fj:z:aes H?:l %:Zaes H?=1(ailo'(i) , aiza(i) [ ’ a?{}'(i))
Let AT=B = [bj]pn P> .

Then Q=3

i.e, (b}, b b™=(ak, a? am
€, (b, bij, ... . ,bij is iy e oo , Qi
also

per(;ﬁ')zper(gj:zges H?:l bo(j)j :Zoes H,]Tifl aja(j)
Xves =1 Aig(iy = per(4).
For m > n, the proof is similar as before.

Proposition 3.2. Interchanging of rows or columns does not effecthi® permanent
value of the matrix.

Proof: Let (@z[aj]nxp be an mFM of ordenr x p andB =(lo;)n,, is obtained frond by
interchanging theth andsth row (r < s) ofA. Then it is clear that,
Bij=a,i#r j#sand b= a;, by= a

. 2 - 1 2 . .
l.e. (bllj,b”, ...... ,bg-l)— (al‘j,al‘j, ...... ,ag-l y I#r,j;ﬁS
1 2 — 1 2 1 2 — 1 2
and, (b‘r']" bT‘j' ...... ,br})— (asj,as]-, ...... ,ag}) , (bsjl ij' ...... ,bg})— (arj,arj, ...... ,a;’}' .

NOW, pe(B ) = Zoes(“?=1 BL:(T))

Eoes blo‘(l) b20(2) e bra(r) e bso(s) e bno(n)
:Zaes ala(l) a20(2) e asa(r) e bro(s) e bno(n)
:Zaes{(a%a(l) ) a%a(l)' ey a?clfu))(a%a(zy a%a(Z) ey ag;r(z)) e

(a}a(r), aga(r) ) a;’},(r))

...(a.,l.o.(s), afo(s) P a%(s)) .. .(a,lw(n), a.’%o.(n) ey a,Tan(n))}
_ 1 2 see r see S ------ n

Let )‘_(12...5...7« ...... n)
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andoA=¢ then
¢p(D)=a(@) fori#£r,i#s andp(r)=o(s) andep(s)=a(r).

Then, pe¢B ) =

Ypesl(@ipy» Tpay =+ Up) (@2 G - Gpa)-
(@5p(s) sg(s) +» Bip(s)

"'(a%¢(rp)'va$¢(r) eee s @) - (@np iy o) -+ Brgp ()}
i.e. pe(B )= ges{(@ipy oy - o))

@202y Gp2) - Bp @)+ (@rep(ry Frpr) =+ Urep(r)

= per 4).

Hence, interchanging of row or column does not dlite permanent value.

Example 3.5.
(0.2,0.4,0.6) (0.1,0.4,0.3) (0.2,0.5,0.9)
Let4 ={ (0.6,0.5,0.3) (0.4,0.2,0.6) (0.2,0.4,0.6)
(0.4,0.7,0.8) (0.1,0.5,0.7) (0.3,0.2,0.5)

Then, perd) = (0.2,0.5,0.6).
(0.2,0.4,0.6) (0.6,0.50.3) (0.4,0.7,0.8)
Now, (A)"={ (0.1,0.4,0.3) (0.4,0.2,0.6) (0.1,0.5,0.7) |-
(0.2,0.509) (0.2,0.4,0.6) (0.3,0.2,0.5)
Then, perd) = (0.2,0.5,0.6).
Therefore, pdd) = pei(AT).

4. g-inverse and regularity of m-polar fuzzy matrix
If A andB be two m-polar fuzzy matrices satisfying the relail BA=4, thenB is called
g-inverse ofd andA4 is called regular.

Proposition 4.1. If 4 = [aif]qu be a mFM, where;a(al;, a, ... ... ,aj}), andB is g-

ij» Qij»
inverse ofd, then petd B) = per(4B)*.
Proof: SinceB is a g-inverse ofl

thenABA=A

= ABAB=AB

= (AB)*= AB

Then per 4B) = per@B)

Proposition 4.1. Let A =[a;],x, be @ MFM, where;a (a}j,afj, ...... ,aj}), and 0< a%‘j <1

for all k and, if a row be multiplied by a scalar k, then fremanent value will be
k.per@).

Proof: Let, A=[a;],x, be @ MFM of ordep x q andB=[b;],x, be another mFM obtained
by multiplying k to a row ofA.

Let = (af},afj, - - cai}), by=(b}, b, ... .. ,bl?) and k is multiplied to theth row.
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Let p<q, then
per(B):Zaes Hf=1 bia(i)

=Zaes{(a%a(1) ) a%a(l)' ey aﬁu)) (a%a(z): a%J(Z) T agﬁr(z))
(aéa(3)' a§0(3) e ag’,‘,(g))

Moy o) - Wor)- (o) Tpom) -+ Apo)}
:kZaesE?=1 Aig (i)
=k per@).

Proof is similar for m > n.

5. Application of m-polar fuzzy matrix
m-polar fuzzy concept, set and matrices not onlyehapplications in mathematical
theories but also it is applied in real world peahk, such as

() Itis useful to explore weighted games cooperataras multivalued relations.

(i) In decision making issues, e.g. when country eléstspolitical leaders, a
company decided to manufacture an item or prodoatpommunication issues,
over a noisy channel, a communication channel nae ta different types of
network range, radio frequency, band width andnkage In social network, the
influence rate of different people may have diffgérev.r.t socialism, pro-
activeness and trading relationship.

(i) In case of the operation on permanent of matndifig the permanent of square
matrix is equivalent to finding :

(a) number of perfect matching in the bipartite grapiradjacency matrix)
(b) number of cycles cover in the directed graph
Thus it plays an important role in various domaifiscience and technology.

6. Conclusion

The m-polar fuzzy concept is a very important asgkatial tool to model a large number
of problems of both in mathematics and real lifdhefiefore, it has vast field of

applications. In this paper, we first introduce olgp fuzzy relation and m-polar fuzzy

matrix based on m-polar fuzzy algebras. Also, soamult on transitive closure and
power of convergence are investigated. Some wellvknmathematical operations with

permanent are applied on m-polar fuzzy matrix aadbehaviors and observed. Many
beautiful and useful works are done by many reseascand will be done in future. Here
we conclude this paper with the hope for doing nimier works on this topic.

Acknolegement. The author is thankful to the revierews for theatuable comments for
improvement of the paper.
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