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Abstract. In this paper, neighbourly edge irregular bipdlaazy graphs and neighbourly
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graphs are studied and they are examined for neighbedge totally irregular bipolar
fuzzy graphs.
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1. Introduction

Euler first introduced the concept of graph themryl736. Fuzzy set theory was first
introduced by Zadeh in 1965[10]. The first defimitiof fuzzy graph was introduced by
Haufmann in 1973 based on Zadeh's fuzzy relatian§9i71[17]. In 1975, Rosenfeld

introduced the concept of fuzzy graphs [7]. Nowgzfugraphs have many applications
in branches of engineering and technology. Nagwoirgamd Radha introduced the

concept of degree,total degree, regular fuzzy grapt2008 [4]. Nagoorgani and Latha
introduced the concept of irregular fuzzy grapreghbourly irregular fuzzy graphs and

highly irregular fuzzy graphs in 2008 [4]. MiniToamd Sunitha introduced sum distance
in fuzzy graphs [3]. Sunitha and Mathew discusdeout fuzzy graphs in fuzzy graph

theory-A survey [15].

Zhang initiated the concept of bgoluzzy sets as a generalization of fuzzy
sets in 1994. Bipolar fuzzy sets whose range of beeship degree is [-1,1]. In bipolar
fuzzy sets, membership degree 0 of an element nteahthe element is irrelevant to the
corresponding property, the membership degree mv{lhil] of an element indicates that
the element somewhat satisfies the property, amdngembership degree within [-1,0) of
an element indicates the element somewhat satifeesmplicit counter property. It is
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noted that positive information represents whajremted to be possible, while negative
information represents what is considered to beosaible [2].

Akram and Dudek introduced regular and tgtedigular bipolar fuzzy graphs. Also,
they introduced the notion of bipolar fuzzy lineaghs and presents some of their
properties [2]. Samanta and Pal introduced irraghipolar fuzzy graphs [8]. Pal and
Rashmanlou introduced irregular interval-valuedzfugraphs [16]. Mathew, Sunitha and
Anjali introduced some connectivity concepts indbdw fuzzy graphs [14]. Radha and
Kumaravel introduced the concept of an edge degota, edge degree in bipolar fuzzy
graphs and edge regular bipolar fuzzy graphs ascligsed about the degree of an edge
in some bipolar fuzzy graphs [6]. Maheswari and &ektroduced neighbourly edge
irregular fuzzy graphs and discussed its propefé Maheswari and Sekar introduced
strongly edge irregular fuzzy graphs and discustsedproperties [10]. Maheswari and
Sekar introduced edge irregular fuzzy graphs amstudsed its  properties[11].
Maheswari and Sekar introduced an m-Neighbourbglrlar fuzzy graphs [12]. These
motivates us to introduce neighbourly edge irreguldipolar fuzzy graphs and
neighbourly edge totally irregular bipolar fuzzyaghs and discussed some of its
properties [9]. Throughout this paper, the vertide the membership value A ={im
my) and edges take the membership value B =,(my) where (m", my") in [0,1] and
(my, ny) in [-1,0].

2. Preliminaries
We present some known definitions and results éady reference to go through the
work presented in this paper.

Definition 2.1. A Fuzzy graph denoted i : (6, 1) on the graplG : (V,E): is a pair of
functions 6, u) where 6 : V — [0; 1] is a fuzzy subset of a sétandu : V XV — [0; 1]

is a symmetric fuzzy relation ansuch that for all, v in V the relationu(u, v) =p(uv)<

o(u) Ac(Vv) is satisfied[8].

Definition 2.2. The degree of an edge in the underlying graph is defined &guv) =
da(u) + ds(v) -2[1].

Definition 2.3. A bipolar fuzzy graph with an underlying set \Wisfined to be a pair (A,
B), where A = (m’, m,) is a bipolar fuzzy set on V and B = =£{mm,) is a bipolar
fuzzy set on E such that,i(x, y) < min{(m;" (x), m" (y)} and m" (x, y)> max{(m
(x), m (y)} for all (x,y) in E. Here, A is called bipalduzzy vertex set on V and B is
called bipolar fuzzy edge set on E [8].

Definition 2.4. Let G : (A, B) be a bipolar fuzzy graph on G*(V)EThe positive degree
of a vertex uin G is defined as@) =Y m," (u,v), for uv in E. The negative degree
of a vertex uin G is defined agw) =Y m," (u,v),, for uv in E andy. m," (u,v), =Y m,’
(u,v), =0 if uv notin E. The degree of a earti is defined as d(u)=(a),d(u)) [8].

Definition 2.5. Let G : (A, B) be a bipolar fuzzy graph on G*(V,)EThe positive total
degree of a vertex uin G is defined as(tg =Y m," (u,v)+ m" (u), for uv in E. The
negative degree of a vertex u in G is defineddge)t=> m, (u,v)+ m(u), for uv in
E[8].
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Definition 2.6. Let G : (A, B) be a bipolar fuzzy graph on G*({&). Then, G is said to
be an irregular bipolar fuzzy graph if there exiatsrertex which is adjacent to the
vertices with distinct degrees [8].

Definition 2.7. Let G : (A, B) be a bipolar fuzzy graph on G*®). Then, G is said to be
a highly irregular bipolar fuzzy graph if eachtesr of aG is adjacent to the vertices
with distinct degrees [8].

Definition 2.8. Let G : (A, B) be a bipolar fuzzy graph on G*®). The positive degree
of an edge is defined ag'@uv) = d5"(u) + ds*(v) -2my"(uv). The negative degree of an
edge is defined ass@uv) = d;(u) + ds’(v) -2my(uv). The degree of an edge is defined as
ds(uv) =( &s*(uv), &' (uv)). The minimum degree of an edge lig(uv) =min{ dg(uv): uv

in E}. The maximum degree of an edge\ig(uv) =max{ ds(uv): uvin E}[ 6 ].

Definition 2.9. Let G : (A, B) be a bipolar fuzzy graph on G*({&).The total positive
degree of an edge is defined ag'tdv) = td;"(u) + tds*(v) -m;"(uv). The total negative
degree of an edge is defined ag(id/) = tds'(u) + tds’(v) -my’(uv). The degree of an
edge is defined as dtlv) =( tds"(uv), tds(uv)). The minimum degree of an edgeris
e(uv) =min{ tdg(uv): uv in E}. The maximum degree of an edge\is(uv) =max{ td
c(uv): uvin E}| 6].

3. Neighbourly edgeirregular bipolar fuzzy graphsand neighbourly edgetotally
irregular bipolar fuzzy graphs

Definition 3.1. LetG: (4, B) be a bipolar fuzzy graph on G*(V, E), whefe=

(mf,m7) andB = (m3, m3) be two bipolar fuzzy sets on a non empty set V and

E €V x V respectively. Then G is said to be a neighbouttyedrregular bipolar fuzzy
graph if every pair of adjacent edges have distiegrees.

Definition 3.2. Let G: (4, B) be a bipolar fuzzy graph on G*(V, E), whete=

(mf,my) andB = (m3,m3) be two bipolar fuzzy sets on a non empty set V and

E €V x V respectively. Then G is said to be a neighbouttyegtotally irregular bipolar
fuzzy graph if every pair of adjacent edges hagérdit total degrees.

Example 3.3. Graph which is both neighbourly edge irregular lpduzzy graph and
neighbourly edge totally irregular bipolar fuzzyagh. ConsideG*: (V,E) where
V = {u,v,w,x} andE = {uv, vw, wx, xu}.

U(0.5,-0.4)

(0.4,-0.4)
(0.3,-0.3)

x(0.4,-0.5) v(0.4,-0.5)

(0.3,-0.3) (0.4,-0.4)

w(0.5,-0.4)

Figure 1:
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From Figure 1d;(u) = (0.7,—0.7) d;(v) = (0.7,—0.7) d;(w) = (0.7, —-0.7)
ds(x) =(0.7,-0.7)

Degrees of the edges are calculated below.

di (uv) = df (w+d¢ (v)-2m3 (uv)=(0.7)+(0.7)-2(0.3)=0.8,

d; (uv) = dg; (w)+dg (v)-2m3 (uv)=(-0.7)+(-0.7)-2(-0.3)= -0.8

dg(uv) = (df (uv), d; (uv)) = (0.8,-0.8), d;(vw) = (df (vw), d; (vw)) = (0.6,-0.6)
dg(wx) = (df (wx),d; (wx))=(0.8,-0.8), dg;(xu) = (df (xu),d; (xu)) = (0.6,-0.6).
Here,d;(uv )=(0.6,-0.6) d;(vw )=(0.8,-0.8),d;(wx )=(0.6,-0.6),d;(xu)=(0.8,-0.8). It

is noted that every pair of adjacent edges hastindt degrees. Hend@ is neighbourly
edge irregular bipolar fuzzy graph. Total degrefab® edges are calculated below.
tdg(eu) = (df (uv), dg (uv))=(1.1,-1.1), td;(vw) = (dE (vw), d; (vw))=(1,-1).
tdg(wx) = (df (wx),dg (wx))=(1.1,-1.1), tdg(xu) = (df (xu), dg (xu))=(1,-1).

It is observed that every pair of adjacent edges distinct total degrees. So, G is
neighbourly edge totally irregular bipolar fuzzyagh. Hence G is both neighbourly edge
totally irregular bipolar fuzzy graph. Hence Goisth neighbourly edge irregular bipolar
fuzzy graph and neighbourly edge totally irregddgoolar fuzzy graph.

Definition 3.4. Let G : 6,u) be a bipolar fuzzy graph on G(V,E). If every pair of
adjacent edges have the same edge degree anddggch leave edge degree, () with
¢ = |k|, then G is called an equally neighbourly edgegukar bipolar fuzzy graph.
Otherwise it is unequally neighbourly edge irregliipolar fuzzy graph.

Result 3.5. An equally neighbourly edge irregular bipolaz#fy graph is neighbourly
edge irregular bipolar bipolar fuzzy graph.

Result 3.6. A neighbourly edge irregular bipolar fuzzy grapded not be an equally
neighbourly edge irregular bipolar fuzzy graph.

Theorem 3.7. Let G : 6,1) be a connected bipolar fuzzy graph on G*(V,&] 8 is a
constant function. If G is neighbourly edge irdegubipolar fuzzy graph, then G is
neighbourly edge totally irregular bipolar fuzzyagh.
Proof. Assume that B is a constant function, let B(uWcsc,) for all uve E, where ¢
and ¢ are constant. Let uv and xy be any pair of adjpedges in E. Suppose that G is
neighbourly edge irregular bipolar fuzzy graph.eft(uv) # ds(xy), where uv and xy
are pair of adjacent edges in E

= (dg (uv), dg (uv)) # (dE (xy), dg (xy))= (dg (uv), dg (uv))+(c1,c) #
(dé (xy), dg (xy))+ (€1,C)= dg(uv)+B(uv) # ds(xy) +B(uv)=t ds(uv) # tds(xy), where
uv and xy are any pair of adjacent edges in E.

Hence G is neighbourly edge totally irregular bigdlzzy graph.

Theorem 3.8. Let G : 6,1) be a connected bipolar fuzzy graph on G*(V,&) 8 is a
constant function. If G is neighbourly edge totatregular bipolar fuzzy graph, then G
is neighbourly edge irregular bipolar fuzzy graph.

Proof. Proof is similar to the above Theorem 3.7.
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Remark 3.9. Let G : 6,u) be a connected bipolar fuzzy graph on G*(V,&) 8 is a
constant function. If G is both neighbourly edgeegular bipolar fuzzy graph and
neighbourly edge totally irregular bipolar fuzzyagh. Then B need not be a constant
function.

Example 3.10. The bipolar fuzzy graph given in example 3.3 ishbeeighbourly edge
irregular bipolar fuzzy graph and neighbourly edggally irregular bipolar fuzzy graph.
But B is not constant.

Theorem 3.11. Let G : 6,) be a connected bipolar fuzzy graph on G*(V,&) 8 is a
constant function. If G is neighbourly edge irrleglbipolar fuzzy graph, then G is an
irregular bipolar fuzzy graph.

Proof. Let G : 6,1) be a connected bipolar fuzzy graph on G*(V,B¥sume that B is a
constant function, let B(uv) = {c;) for all uve E, where ¢and ¢ are constant. Let us
suppose that G is neighbourly edge irregular bip@lazy graph. Then every pair of
adjacent edges have distinct degrees. Let uv andrevadjacent edges in G with distinct
degrees.

Then(d{ (uv), dg (uv)) # (dg (vw), dg (vw))

= ((df@W) +d¢ () — 2¢1), (dg (W +dg (v) — 2¢3) ) # ((dE (W) + df(w) —

2¢1), (dg(W)+dg (W) — 2¢3))= (¢ (W) + dé (v) — 2¢1) # (dE(v) +dE (W) — 2¢1)
(on(dg (W)+dg (v) — 2¢;) # (dg (v)+dg (W) — 2¢;)

= (df (W) + dE () = (dE () + dEf W) (or) (di (W+dg (v)) = (dg (v)+dg; (w))

= d(u)# dg(w) (or) dg (u)# dg(w)

= (df (W), dg (W) # (dg (w),dgz (W)

=ds(u) # dg(w)

>there exists a vertex v which is adjacent to aieestu and w have distinct degrees.
Hence G is an irregular bipolar fuzzy graph.

Theorem 3.12. Let G : 6,) be a connected bipolar fuzzy graph on G*(Vi] B is a
constant function. If G is neighbourly edge tataltegular bipolar fuzzy graph, then G
is an irregular bipolar fuzzy graph.

Proof. Proof is similar to the above theorem 3.11.

Remark 3.13. Converse of the above theorems 3.11 and 3.12n@dzk true.

Theorem 3.14. Let G: (@, 1) be a connected bipolar fuzzy graph on G*(Vagjl B is a
constant function. Then, G is neighbourly edgegintar bipolar fuzzy graph if and only
if G is highly irregular bipolar fuzzy graph.

Proof. Let G: @, 1) be a connected bipolar fuzzy graph on G*(\/,ASsume that B is a
constant function, let B(uv) = {cc,) for all uve E, where ¢and ¢ are constants. Let v
be any vertex adjacent with u, w and x. Then uv,and vx are adjacent edges in G. Let
us suppose that G is neighbourly edge irregulaslaiduzzy graph.

= every pair of adjacent edges in G have distingt@s.
= ds(uv) # ds(vw) # dg(VX)
= (d'g(uv), de(uv)) # (d'g(vw), dg(vw)) # (d'g(vX), dg(VX)).

5
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Consider (&(uv), de(uv)) # (d'g(vw), de(vw))

= d'g(uv) # d'g(vw) or dg(uv) # dg(vw)

= d'g(u)+ d'g(v)-2m'y(uv) # d'g(v)+ d'g(w)-2m"z(vw) (or) de(u)+ de(v)-2mx(uv) # d
G(V)"‘ dG(W)'Zm-z(VW)

= d+G(U)+ dG(V)—ch * d+(5(V)+ d+(5(W)'2C1 (Or) dG(U)+ dG(V)'ZCZ * dG(V)+ dG(W)'ZCZ
= d'g(u)+ d'6(v) # d's(V)+ d'g(w) (or) da(u)+ da(v) # da(v)+ de(w)

= d'g(u) # d'g(w) (or) dg(u) # de(w)

= (d6(u), do(u)) # (d"c(W),d 6(W))

= dg(u) # dg(W).

Similarly, ds(w) # ds(X)

= dg(u) # do(w) # ds(X)

= the vertex v is adjacent to the vertices u, wxamdth distinct degrees. Hence G is
highly irregular bipolar fuzzy graph.

Conversely, let uv and vw are any two adjacent €dgeG. Let us suppose that G is
highly irregular bipolar fuzzy grapbevery vertex adjacent to the vertices in G having
distinct degrees.

=ds(u) # de(W)= (dé (W), d¢ (W) # (dg W), dg (W)

= (d¢@) # d¢(w)) (or) (dg (w) # dg (W)

= (d¢ ) + (W) # (d§ () + dg (W) (or) (dg (W+dg (V) # (dg (v)+dg (W)

= (dE@W) +dé (W) — 2¢1) # (d¢ W) + dE (W) — 2¢y) (or) (dg (W) +dg (V) — 2¢z) #
(dg W)+dg (W) — 26;)= (d¢ (W) + d¢ (v) — 2m3 (wv)) # (d¢ () + dg(w) —

2m3z (vw)) (or) (dg W +dg (v) — 2m; (uv)) # (dg (v)+dg (W) — 2m; (vw))

= (d¢ (), dg (w)) # (dg (vw), dg (vw))

=dg(uv) # ds(vw)

=every pair of adjacent edges have distinct degt¢esce G is neighbourly edge
irregular bipolar fuzzy graph.

Theorem 3.15. Let G : 6,) be a connected bipolar fuzzy graph on G*(V,&) 8 is a
constant function. Then G is neighbourly edgellipoteregular bipolar fuzzy graph if and
only if G is highly irregular bipolar fuzzy graph.

Proof. Proof is similar to the above theorem 3.14.

Definition 3.16. Let G : (A, B) be a bipolar fuzzy graph on G*(&). Then, G is said to
be a strongly irregular bipolar fuzzy graph if gveair of vertices i have distinct
degrees.

Theorem 3.17 Let G : ¢,1) be a connected bipolar fuzzy graph on G*(V,&] B is a
constant function. If G is strongly irregular bigr fuzzy graph, then G is neighbourly
edge irregular bipolar fuzzy graph.

Proof. Let G: @, 1) be a connected bipolar fuzzy graph on G*(\/,ASsume that B is a
constant function, let B(uv) ={cc,) for all uve E, where ¢and ¢ are constants. Let uv
and vw are any two adjacent edges in G. Let upaagthat G is strongly irregular
bipolar fuzzy graph
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= every pair of vertices in G having distinct degree

= dg(u) # dg(V) # ds(w)

= dg(u)+ ds(V) # dg(V)+ d(W).

= (d's(u), de(u)) + (d'6(v), da(v)) # (d'6(V), da(v)) +(d'6(W), de(w)).

=(d'e(u) ) + de(v) , de(u) ) +da(V)) # (d'e(V) )+ d'a(W), de(V) +de(W)).
=>dg(u)+ d'g(v) # d'g(v)+ d'g(w) (or) de(u)+ da(v) # de(V)+ de(W)

= d'g(u)+ d'g(V)-2¢, # d'g(V)+ d'g(W)-2¢; (or) dg(u)+ dg(V)-26, # do(V)+ dg(W)-26;
= d'g(u)+ d'g(V)-2m,"(uv) # d'g(v)+ d'g(W) -2m,"(vw) (or) dg(u)+ de(v) -2my (uv)#
dg(V)+ de(w) -2my(vw)

= (d"g(uv), de(uv)) #(d"s(vw), de(vw))

— dg(uv) # dg(vw)

— every pair of adjacent edges have distinct degtéesce G is neighbourly edge
irregular bipolar fuzzy graph.

Theorem 3.18. Let G : 6,u) be a connected bipolar fuzzy graph on G*(Vai)l B is a
constant function. If G is strongly irregular bigiofuzzy graph, then G is neighbourly
edge totally irregular bipolar fuzzy graph.

Proof. Proof is similar to the above Theorem 3.17.

Remark 3.19. Converse of the above theorems need not be true.
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