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Abstract. In this article, we involve three- parameter Mitgad effler matrix function for
the study of the extended Gamma and Beta matriktifums. Mittage-Leffler matrix
function requires for computing the context of Fi@tal Calculus theory. In this context,
we also investigate symmetric relations, integeglresentations, summation relations,
generating relations, and functional relationsheke extended matrix functions.
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1. Introduction
The theory of generalized special matrix functidres witnessed a rather significant
evolution during the last two decades. The reasbingterest have manifold motivations.
Special functions of a matrix argument appearémstiuidy of spherical functions on certain
symmetric spaces and multivariate analysis ingttesi[1]. In the framework of orthogonal
matrix polynomials, Beta functions of two matrixgaments has been recently used in [2],
and in [3] for the case where one of the two madrguments is a scalar multiple of the
identity. Lots of researchers [4-8] were influentedvork in the field of special functions
with matrix arguments. To discuss our article wauree some basic knowledge of previous
special matrix functions.

Let P andQ be two positive stable matrices @'*". The Gamma matrix function
I'(P) and Beta matrix functioB (P, Q) have been studied in [9], as follows

r(P) = [ e ttP~dt; tP~1 = exp((P — D) Int), 1)

and

B(P,Q) = [, 71 (1 - ©)°de. )
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Let P andQ be commuting matrices i@"*" such that the matricés+ nl,Q + nl and
P + Q + nl are invertible for every integar > 0, then according to [10], we have
B(P,Q) =T(PIF(QI (P + Q) 3)
Let P be a positive stable matrices @&V*" andx is a positive real number then
the incomplete gamma matrix functig@P, x) and its complement(P, x) are defined in
[11,12] by

y(P,x) = [l e ttP 1 dt (4)
and
r(P,x) = [ et tP~1dt, (5)
respectively, satisfy the following decompositi@nrfula
I'(P) = y(P,x)+T(P,x). (6)

Generalized Gamma and Beta matrix functionsbeen defined in [5] and [13], as
follows

o0 —(t14+®
o) = 24 e () at; ¢4 = exp((4— Dnt) )
whereA andR be two positive stable matrices @<V,
And
1 _ _ -R
BP,Q;R) = [ V71 (1 = 0 exp (55 dt ®)

whereP, Q andR are positive stable matrices &<V,

Remark 1. If R = 0, thenT,(4) =T(4) andB(P,Q; 0) = B(P, Q) given in equations
(1) and (2).
Two-parameter Mittage-Leffler matrix function stadiby Grrappa and Popolizio

[6] in the following form:

o 3"
E@@n(B3) = Zn=om )

where(3 is positive stable matrices @'*" andR(«),R(y) > 0.

Now we introduced a new three-parameter Mittagdikefmatrix function in the
following form:

5 © [(n+6) 3"
E((a.)y) (3) = Xn=o T(8) [(an+y) n!

where@ is positive stable matrices @'*" andR(a),R(y) and R(5) > 0.

The article is organized as follows. In section € mtroduce new extensions of the
Gamma and Beta matrix function by using a threeamater Mittage-Leffler matrix
function. Section 3 deals with the symmetric, sutioma functional and generating
relations of the new extended Beta matrix functionSection 4 we investigate integral

representations. Finally, some concluding remar&sallected in section 5.

(10)

2. Main results
In this part, we introduce new extensions of Ganame Beta matrix functions by using
three-parameter Mittage-Leffler matrix function.
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Definition 2.1. The new extension of Gamma matrix function iegiby

(ay) _ A-1 (8) R
ISP AR = [P t4ED ( tl — ?) dt, (11)
whereA andR be two positive stable matrices @'Y andR(a), R(y) and R(5) > 0.
Remark 2.1
- - 5
1. if 6§=1,in equation (11) thenE((a’)y)(G) = E((;,)],)(G) and F(((g‘)y)(A R) =

F((Sy) (4, R) reduce to extended Beta matrix function presenye@dyal [14]

2. Ifa=y=6=1,
in equation (11) we obtain extended Gamma matrix function (7) as

IV (A, R) = Tr(A). (12)

3. Ifwe seta =y =8 =1 andR = 0, in equation (11) we obtain gamma function
(1)

r$iP4,0) = T(4) (13)

Definition 2.2. The new extension of Beta matrix function is givgn

(ay) 1 pg —1(8) R
GBSV (P, Q:R) = [ t771(1 - ) 'EL) (t(l_t))dt, (14)

whereP, Q andR are positive stable matrices &V*" andR(«a), R(y) and R(5) > 0.

Remark 2.2.

1. If § =1, in equation (14) therE(‘g)y)(B) —E(l)y)(B) and BEZ;”(P,Q;R) =

E‘f)y) (P, Q; R) reduce to extended Beta matrix function presenye@dyal [14].
2. Ifa=y=4§=1,Iinequation (14) we obtain extended Beta matnncfion (8) as

641 (P,Q;R) = B(P,Q;R) (15)

3. Ifweseta =y =6 =1andR = 0, in equation (14) we obtain Beta function (2)
as

a4y (P,Q;0) = B(P,Q) (16)

3. Symmetric, summation, functional and generatingelations

Theorem 3.1.(Symmetric relation) LeR(a),R(y), R(§) >0 and P,Q andR are
positive stable matrices itV*" such thatPQ = QP, then the new extended functional
relation is given by:

B (P,Q; R) = B (Q. P R) (17)
Proof: On substituting = 1 — u in equation (14) we obtain
(Ul)’)(P Q;R) = fl Q_I(l— )P—IE(S) —R d (18)
Bs) u u @y \ua—w) 4

By using equation (14), we get desired result
B% (P, 0;:R) =B (Q,P; R).
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Theorem 3.2 (Summation relation) LeR(a),R(y),R(8) >0 and P,Q and R are
positive stable matrices irC¥*¥, the new extended Beta matrix function satisfles t
summation relation
B (P, Q:R) = Tio By (P +nl,Q + nl;R) (19)
Proof: Rewrite the equation (14), we have
1, p_ -R
BE PR =[P 1-0° A -0 E“)( )m. (20)

(@) \e(1-t)
Using(1 — t)~! = ¥2_, t™ (matrix identity) in equation (20), we get
B (PR = [ (1 - 00T, D ES), (s ) de @D)
Re-arranging the terms after changing the ordértegration and summation, we have
0 1 - ) -R
ES)Y)(P Q;R) = Xn=o fo P - )© E((a.)y) (t(l—t)) dt (22)

By using definition of (14) in (22), we obtainedsited result.

Theorem 3.3.The another summation relation for {hasitive stable matrice? Q, R and
I—Qin CV*N is given by:

B (P - QR) = %o 223G P+l LR),  (23)
ProvidedR(a), R(y) and R(5) > 0.
Proof: By definition of (14), we have

(ay) . _ (YiP-1pq _ -0 (@& _
(5) (P, 1— Q'R)—fot 1-0 E(a,}’) (t(l —t)

) dt. (24)

Using the matrix identit(1 — ¢t)™? = fo:o((%tm in equation (24), we have

3@ .pY — [L4P- @n Q) -
(5) (PI-QR) = fo t” I(Z"— n! tm) E(GW) (t(l t)) dt (25)
Re-arranging the terms after changing the ordertegration and summation, we get
(Q)n [ -R
EZ)Y)(P I—Q;R) =X75 f tPmi= IE((a)V) (t(l—t)) (26)

Using definition (14), we get the required result
B (P.1 - Q:R) = i L2 (P + 1l LR). @7)

Theorem 3.4 (Functional relation) LeR(a), R(y), R(6) > 0 and P, Q andR are positive
stable matrices irCV*¥ then new extended functional relation is given by:

B (P.;R) = B (P,Q + LR + GG (P + 1,0 R) (28)
Proof. B5)  (P,Q + I;R) + B3 (P +1,Q; R)

=[P (1 - )eEQ, (t o t)) de+f) tP(1 - )¢ EQ (t(;ft)) dt (29)

=lple7 A= 070 - 0° B, (75 (30

=f01 tP=1(1 — )T E((g)y) (t(z t)) dt. 31)
B (P, R) = B (P,Q + R) + B (P +1,0;R). (32)
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Theorem 3.5. Generating relation) LR, Q andR are positive stable matrices i@&V>*V
andR(a),R(y),R(8) > 0 then the extended generating relation is given by:

(ay) _ (=R)"I'(n+6)
By (P QR) = Xnzotammreym CF — 1, Q —nl), (33)
Proof: From equation (14), we have:
(ay) 1 p—174 _ ~NO-I (&) —R
B PR = J, "1 - ED, (t(l_t))dt, (34)
Using definition (10), we obtain:
(ay) 1.p-g —I (yoo (=R)""I'(n+6)
(5) (P Q R) f t (1 - t)Q (Zn:O t"(l—t)"l“(an+y)l"(6)n!) dt. (35)
On interchanging the order of integration and sutiohawe get
(ay) (-R)"T(n+8) (1
By (PR = Xnotgmmramo £ (1= de. (36)

Using definition (2), we obtain required result.

(th) _ (=R)"T'(n+6)
(5) (P Q R) Zn 0[‘(0m+y)[‘(6)n!

GB(P —nl,Q —nl). (37)
4. Integral representations

In this section, we derive integral representatiforsthe new extended Beta matrix
function in the form of the following theorems:

Theorem 4.1.Let P, Q andR are positive stable matrices@*" andR(a), R(y), R(8) >
0 then the following integral formula holds true fbe new extended Beta matrix function:

65 (P, Qi R) = 2 [§(cos @)™ (sin()"* ™" By (-R sec?Wesc*@)d, (38)

Eg)y)(P QGRY=2[2 (sm(l)) ( 0s(1)) 2= 1E((g)y)( R sec?(A)csc?(A))dA, 39)

uP-1 5 1

BE P, ;R = [ o EQ ( 2R —R (u + —)) du, (40)

Proof: In definition (14), puttinct = cos?(1) andt = sin?(4) and= ——, we obtained
the results (38),(39) and (40) respectively.

5. Concluding remarks and future works
In the presented work we have introduced threearpater Mittage-Leffler matrix function
and involved it to introduced new extended Gammd Beta functions. We have
investigated some properties of these extendedxfatictions. Application of special
functions to matrix function theory are not limifetiany extensions of special matrix
functions and polynomials have been obtained blicastin different literatures. In the
future, we need to do more work on special matiicfions some of these points are as
follows

(1) Study the applications of special matrix functiams! polynomials in engineering

physics and biology.
(2) Develop the numerical methods for special matrixcfions and polynomials.
(3) Using the special matrix functions in software #éggilon designing.
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