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Abstract. Convergence of Neutrosophic Soft Matrices (CoNeSoMas) is examined under
the max-max-min operation on NeSoMa. A Transitive Neutrosophic Soft Matrix
(TrNeSoMa) represents a transitive neutrosophic soft relation and possesses many
interesting properties. The conditions for the convergence of neutrosophic soft matrices are
explored under a special operation essential for reducing NeSoMas. The given results
demonstrate graph-theoretic properties of NeSoMas, which are useful when considering
the reduction of systems represented by NeSoMa. Moreover, we establish the reduction
of a neutrosophic information retrieval system and provide a relevant example.
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1. Introduction
Since 1995, many mathematicians and researchers across various scientific fields have
been studying and trying to understand neutrosophic theory. The first mathematician to
develop and introduce netrosophic theory was Smarandache 2005 [24], similar to how
Zadeh [29] introduced fuzzy theory and Atanasov [1] introduced Intuitionistic Fuzzy
Theory (InFuTh). Neutrosophic logic is important because it can handle the
indeterminacy component (1), which allows scholars to generalize fuzzy and intuitionistic
fuzzy logics. This capability enables them to place paradoxes in a new framework and
makes it easier for researchers to work with contradictory information.

The theory of Soft Sets (SoSe) has excellent potential for application in various fields,
as reported by Molodtsov [21] in his pioneering work. Later, Maji et al., [20] introduced
new concepts intuitionistic fuzzy soft sets, such as subset, complement, union, and
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intersection, and discussed in detail their applications in decision-making problems. Maji
[19] also introduced the concept of neutrosophic soft sets and established some operations
on these sets.

The powers of a special fuzzy matrix produce a Fuzzy Transitive Relation (FuTrRe).
Fuzzy Transitive Matrices (FuJrMas) are used in many applications. We present a
certain property of a Transitive Matrix (TrMa) and demonstrate some conditions for
convergence. Thomason has already discussed the conditions for convergence [25]
however, he did not address TrMas. FuTrRe play an important role in clustering,
information retrieval, preference, and more [22 28,26]. Furthermore, the importance of
transitive relations in the discussion of fuzzy orderings is significant [28, 30].
Hashimoto[7,8,9] introduced the more concepts based on fuzzy matrices such that
reduction of a fuzzy retrieval model, reduction of a nilpotent fuzzy matrix, transitive
reduction of a nilpotent boolean matrix so on. M.Pal [31,32] proposed the concept of recent
developments of fuzzy matrix theory and applications and also gave the idea of
neutrosophic matrix and neutrosophic fuzzy matrix. AK Adak etal. [33,34,35,36]
Introduced the Intuitionistic fuzzy block matrix and its some properties. They also
presented some properties of generalized intuitionistic fuzzy nilpotent matrices over
distributive lattice and an intuitionistic fuzzy matrices and intuitionistic circulant fuzzy
matrices. Rajkumar et al.[37] Estabilished the intuitionistic fuzzy linear transformations

Rajarajeswari and Dhanalakshmi [23] introduced the InFuNeSoMa and applied it
in the field of medical diagnosis. Broumi and Smarandache [4,5] introduced the concepts
are generalized interval neutrosophic soft set and intuitionistic neutrosophic soft set.
Arockiarani and Sumathi [2, 3] presented new operations on Fuzzy Neutrosophic Soft
Matrices. Kavitha and Murugadas [10,11,12,13,14] introduced concepts such as
convergence, eigenvectors of circulant matrices, and monotone eigenspace structures using
the idea of FulNeSoMas. Additionally, they presented many results on combined
forecasting method based on FuN'eSoMas in [16,17,18]. Uma et al. [27] introduced type
land Il FulNeSoMa.

The purpose of this research is to determine various unprecedented mathematical
formulas, such as pre-distinguishing matrices, pre-facilitation matrices, and a new
approach to separate the NeSoMa model into two theorems based on the terms of powers
in the TrVeSoMa. Additionally, we present a technique to use the Reduction Transitive
Neutrosophic Soft Relation (ReTrNeSoRel). We have already discussed many
theoretical and application aspects of these matrices. In the sequel, we demonstrate several
basic properties of the reduction schemes formulated for max-max-min TrNeSoMa. We
also provide examples to support the theoretical content of this paper. Henceforth, we will
simply refer to NMeSoMa as a fuzzy matrix.

2. Preliminaries
Refer to [10-14,16-18] for the basic definitions and examples of Neutrosophic Set (V'eSe),
FuNeSoSe, FuNeSoMa, and fuzzy neutrosophic soft matrices of type-1 II.

3. Framework of this concept

For any square neutrosophic soft matrices R = (TTU'ITU'FTu> and P = <Tmylpu'szj>
with their values in the unit interval [(0,0,1), (1,1,0)].

We define the following notations:
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*RAP = ((Trl-]-vlr” r”>)/\ «T, Dij’ p,] pl]»

RXP = [((TrilrlrilrFru) A (Tplj P1j’ p1j>) v ((Trizvlrlzv hz)) A
(< p2j’ pzj’szj))

V.. V(<Trm; Tin’ rm>/\<Tpn1 Pnj’ pm))]

*ROP= [(Tri]-: Tij 7'1]) SX¢# pij’ Pz] Pu>]

cRO=7= [(Ts,, 15,5, Fs,;) is the Kronecer delta],

« R = (Trijrlru ru>m X (Tr rlj ru) m=012,.

*R<P (P=R) nffm e Frg) < (T 2 Iy Foy))

+ The operations (T, I, r,,>) V (T s Foi) 0 (T Iy Fry D) A
Ty Ipyjr B ) in notations are defmed by max (T, Tpi) max(ly, I, )mm( i Fpi)
and
min(T;.; Ty, ;) min(ly Ip,;) max(F. B, ), respectivly.

* Moreover, the operation (Trij' Iru ru) B (T pij’ pu Pu)

(Tr r r )e( ) {( rij’ rl] rl]> lf (Trl] rij’ rl]>>< pij’ pU pU>
ot By © oy o Foud =000,0,1) if (T s B < (T Iy By
* We deal only SqNeSoMas. If a SqNeSoMa (Ta Ia; Fa, )is called
transitive iff ((Trij,lru TU))Z < «Tru ryp TU)) This V' eSoMa representsa
neutrosophic soft relation. This definition is most basic and seems to be comparable when
NeSoMas are generalized to certain VeSoM as over other neutrosophic soft algebra.
S TF (T Iy Fry ) < (T Iy B, )2, then we have
(T Ly B ) < (<Trl, v B D2 < (<Trl, v B D)
The NeSoMa (T, Ir,, rl,>) 3 (Ty, I, rl,>) < (T Iy By )2
it is called campact. A TrNeSoRe is very cur|al aswell as a compact relation.
°(<Tru v r”)) is TrNeSoMa then we have
(o I Fr) 2 (T Iy By )% 2 (T Iy By ) 2. the sequence of powers
of a NeSoMa (Ty, I, rl,» 1 (g g Fog D™ = (T Ly B Y™ o some
positive integer m, then ((Tr Ly TU)) is called reduction of transitive.
I (T Iy T”)) isSgNeSoMa > (T Iy TU))” = (00 1) then
(T T B D) © Ty Ty B D2V (T I Fo 0P Ve ¥ (T Ty B P
= (Tryj Iy Friy) © (T Lo ) )) X (T Ly 7"11>)+ is conS|dered to be a
TrNeSoRe of ((Tr Ly, ru» where
(T I Fro D = (T I Fro D)V (T B Fo 0P Ve ¥ (T Ty, B T is
transitive closure.
CAOB =V [Ty oy ) A (Tl B W)
* (A/R) = (Tay Iy Fry)) © (T Lo, Fal,» Ty Iy By s
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AL/ R) = (o Tay Fa ) © (T s Fr)) © (Tagy ey ) ©

(Tl Br)))
» A < BiffVi,j 3 (Ty,, In,;, Fy,;) = (0,0,1), then (Ty, , Io, , Fy ) = (0,0,1)
s A~ Biff (Ty,, < Ty,)s (ay < In,,); (Fayy > Foy,)
and (Tbij < Tal-]-); (Ibi]- < Ial-]-); (Tbi]- s al])
» We remember that a N'eSoM aan (Ty Ir, By, ) 1s reflexive iff
(T Iryp Fry) = (1,1,0) Vi, irreflexive iff (T, , I, E..) = (0,0,1)Vi (perfectly)
antisymmetric iff (Tri,-'lrl, ru) > (0,0,1) = (Trﬂ T rﬂ) =(0,0,1)Vi,jandi #j.
* NiNeSoMa iff (T, I, r”))” = (0,0,1) and max-max-min
TriNeSoMas iff (T, I, rﬂ))z < Ty by B )-

4. Convergence of transitive neutrosophic soft matrix

We show some important properties of TrN'eSoMas. Then we give some rules for
reduction under max-max-min operations. These results are useful when we consider
various systems with TrN'eSoMas. In following,

((Tr” i) rl])) (( Dij’ pU pU)) ((Trl] Tij rlj))(m)
and (T, Iy, pi,-))(m) represent the n™ power of the given TrN'eSoMas.

Theorem 4.1. If (<Trl-,-' rijo TU)) is TrNeSoMa of order n X n then
(T Iy B ) © (T Ly Fr ) X (T pu Ep D"
= (T vy rl]))e((rrl] rip B0 X (oo Ipyyp By DY
forany SqNeSoMa (T, pij Ipijs pl.].))
Proof: Let ((Ty,, Is,; Fs, ) = (Trypo Ty B ) © (T s B ) X (T Ty By D)
and ((Ty,, Isl, Fy, ™.

That is’ ((Tsij' ISl] Sl]>) ((TTi]"ITl] Tl])) e V ((Trlk' Tik’ le>) A (( pk] pkj' Fpk1>)

Case 1: Suppose that there exist indlces ly, lz,.. ln )

((TSLll Slll F:S‘Ll ))A((Tslllz 51112' Slll )A A(<TS _1J’ Sln—lj’Esln—lj)) (( g’ g' ))
> ((0,0,1)).

Letly,=iand l, =j.Thenl, = [, for some aand b b(a < b). We define Ty, In, F))

by (T, I, Fi)) = ((Ty D= (T, o] N A

lm-1lm’ " Tlm—1lm’ rlm 1lm " Tlalg+r’ Tlala+1
T. I E
(( Tlg+1la+2’ Tlat1la+z’ Tla+ila+2

N ALA ((Trlb_llb,Irlb_llrlz,Frlb_llb))where a<m<h,so
that (Th'lh' Fh) (( "lm—1lm’ Irlm—llm’ Frlm—ﬂm)) >k\=/1 (<Trlm—1lk I )) A

M- 1lk, Tlm 1lk
Ty, Ip,dm Foun I (T T P ) SV (Tt Ty P D) A
(( pkly» pklm pkl ))
then (T dns Fn)) < (Tt Iry g, o By D) S Tty I k1’ B\ o DA
Tk, 1, Lo oty y) for some k;. Since ((Tnm y) =
((Tp, I, F)) we have

I
1lm’ Tlm—1lm’ rlm 1lm
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((Trl kq’ Tlm_1k1’Frlm 1k1>)
= ((Trl 1lm 'Irzm 1lm’ rzm 1lm NAUT Tlym—1ky’ ”lm 1k1’FTlm 1"1))
. = ((ThJIhJ Fp)).
Thus V ((Tr k'Irl 1k. )) A ((Tpmm L Fpklm>)

= (( Tl 1k1'lrlm 1k1’Frlm 1k1 )) A(( Pkylm’ ka1lm' pkﬂm)) = ((Th:Ih'Fh»'
which is a contradiction. Therefore

(<TT1 l 'Iszzm'Frl Im >) >\T; (<Trlmk'1rlmk’Frl k))A((Tpklm’lpklm’Fpklm))'
Hence ((Ts, , .1s, . +Fs . D) > ((Th.lh.Fh))> Ty, Ig, Fg)),
50 that ((Tayy Ly, Fry DD 2 (T, 1, Fy).

Case 2: Suppose that there exist indices Iy, l5,..., 1, 3
((Tsillr Siiq? sll ))/\ (<T51112 Si11y’ 51112)) AN ((Tsl ni’ sln] sln]» (( g’ g' )) >
((0,0,1). Letly =iand l,,, =].
@ Ifl, =1, =1, wherea < b < c, then we have
((TSzmzm'Srzmzm S ) = (Ty, g,F Y, a <m < b for some [,,,. Thus
((TSll JISll ’ Sll ))(m)A(<TSl mlm’ slmlm’ Sl Im ))(C b= 1)A(<Tsl lb Sl lb’ Sl lb)
A ((TS rlC] Tl ] )(n+1 C) > (( g’ g'F ))' Hence ((TSL']" TU Tl]))(n) > (( g’ gl ))'
(b). Suppose that [, = [, and [,
@i). If a<b<c<d then ((Ts, L Slmlm Slml ) =Ty 1y, Fy)), a<m<b, for
SomEI Thus ((T.S‘l 4 Sll 4 Sll ))(m)/\(<TSl Im 'I.S‘l Im’ Sl Im ))(d - 1)
A(<Tsl 1.’ Slmlc sz Ic >)(C ™) /\(<Tsld1 Stgj’ Sl ]>)(n+1 4 = (< g’ g' >)
Hence (Ts,, I, Foy D 2 (Ty. Ig, Fy)).
(). Ifa<c<b<d then
((TSl mim’ Slmlm Slml )) = ((Th' Ih' Fh)) = (( g’ g' ))’ a<ms b'
for some [,,,, where
(T In, Fn)) = (T,

)bm

D =Ty, o]

" Tlalg4q’ Frlala+1
)-

—1lm’ Irlm—ﬂm' Frlm— lm )

A A«Tr lb'lrlb lb' rlb 1l
Since it is clear that ((Tr , rl,' ru))(”) > ((Ty, 1g, Fy))
for m < c, suppose that m > c.

If (TTz alm’ Tlazm Tlazm) = V (<T7"lak’ Tigk’ Tlak)) A (< Pkiy’ pklm Fpklm))’
then (( g’ g'F )) < ((Th' Ihl Fh)) < ((Trlakl Tlgky’ Tlak1>) A (( Pkqlm’ Pkllm’Fpkllm))
> ((Ty, Iy, F)), which contradicts the fact that
(T I Fu)) = (T, o Is,m B0 ) > (0,0,1)).
Hence ((Tsl I’ Szazm ., » = (T, g, Iy, Fy)), so that
(Tsp, » Isyy,» Fsy ))(a) AT, s slalm Fg i, D A {Ts

A ((Tslm] Slmj’ rlm]>)(n+1 ™ = (< g’ g>)

))(m a-2)

Imlm’ Slmlm' Slmlm

141



M.Kavitha, K.Rameshwar and P. Murugadas

(0.7,0.6,0.4) (0.4,0.3,0.6) (0.5,0.4,0.5)
Example 4.2. R =[(0,0,1) (0.2,0.1,0.8) (0.3,0.2,0.7)]
(0,0,1) (0,0,1) (0,0,1)
(0.4,0.3,0.6) (0,0,1) (0.7,0.6,0.3)
= [(0.5,0.4,0.5) (0.3,0.2,0.7) (0,0,1) ]
(0,0,1) (0.2,0.1,0.8) (0.2,0.1,0.8)
(0.7,0.6,0.4) (0.4,0.3,0.6) (0.5,0.4,0.5)
= 1(0,0,1) (0.2,0.1,0.8) (0.2,0.1,0.8)| < R,
(0,0,1) (0,0,1) (0,0,1)

which means that R is transitive.
Next we compute § = R © (R x P), 52, and §3. We have
(0.4,0.3,0.6) (0.3,0.2,0.7) (0.7,0.6,0.3)
(0.2,0.1,0.8) (0.2,0.1,0.8) (0.2,0.1,0.8)
(0,0,1) (0,0,1) (0,0,1)
(0.7,0.6,0.4) (0.4,0.3,0.6) (0,0,1)
(0,0,1) (0,0,1) (0.3,0.2,0.7)
(0,0,1) (0,0,1) (0,0,1)
(0.7,0.6,0.4) (0.4,0.3,0.6) (0.5,0.4,0.5)
=1(0,0,1) (0,0,1) (0,0,1)
(0,0,1) (0,0,1) (0,0,1)
(0.7,0.6,0.4) (0.4,0.3,0.6) (0.5,0.4,0.5)
§3 = [(0,0,1) (0,0,1) (0,0,1) ] <$s?,
(0,0,1) (0,0,1) (0,0,1)

RXP = <R,

S=RORXP)= =R,

<R,

Thus we have §3 = §*
By Theorem 4.1, we obtain the following two corollaries.

Corollary 4.3. If (T Iy By ) is TrNeSoMa(an) then
(T Iy rl,» O (Tpyy Iy Foyy ) X (T I Fry D"

= ((TTU Tij’ ru))e(( pl] p,] pl]))x((TrU rij’ rl]))n+1
for any SqNeSoMa (T, pij Ipijo le>

Corollary 4.4. If ((Trij, Ly Fri,-)) is TN eSoM apnxn) then

(T Iy Frg D™ = (T By B D1,
We now consider conditions under which an TrV eSoM A(nxn) ((Tr Iy By )
satisfies the relationship ((TTU,ITU TU))" 1= ((Tru rijo T”))" where n=2.

Theorem 4.5. Let ((TT Ly TU)) be TrN'eSoMasmpxn)-

If ((Tri]-:[rl] ru)) A ((Tju 17” FJU)) < (( pij’ pu pu>) < ((Tru rij’ ru>) and
n

Y (T L DV (T I r,l>) < (Ty Ir, 0 Fr;,)) for some j,

then (< pl] pl]>)n 1= (< Dij’ pl] pL]>)n
Proof: (1) First we show that ((Tp,;, Ip,;» p”))" L<(r pij Ipijo Z[,U))" Suppose that
(T Tpyr oy D™ = (T, 1, E)) > (0 0,1). Then there exist indices kq, k5,..., ky_p 2
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((Tpikll Ipikl' Fpikl )) A ((Tpklkz; kalz’ Fpk1k2 )) AL A ((Tpkn—zj’ kan—Zj’ Fpk‘n—zj)) =
((TC' Ic; F(_‘)), so that
((Triklr Irikl' Tikq )) A ((Trklkz Irklkz' Frk1k2 )) ALA ((Trkn_zj' Irkn—zj' Ekn—zj))

2 (T, Ic, E)).
Letkg=iand k,_; =].
@). If k, = k,;, for some a an

Then,sothat <Trkakb’Irkakb'Frkakb>(b_a) > (T, I, E.)); ((Trkakb,lrkakb,Frkakb)) >
(Te, Ie, Fe ))

(< Pkaky’ pkakb Pkak >) = (<TC'IC’F))
Thus ((T; Diky’ plkl plk N AT Piy,’ pk1kz pklk N AN, Phg 1ka’1pka k! Fpka—lka))

AT, Prgkqa’ Pkaka Fpkak N A pkakaﬂ'kaaka+1'FPkaka+1 N ALA

(LT T SR =X (W )
Hence (Ty,. I,y oy D™ = (Te, Lo, Fo)).
(b). Suppose that k, # k;, V a # b. By hypothesis

n

l\=/1 ((Trlkm‘ Irlkm’ Frlkm >) v (<Trkml’ Irkml' Frkml )) S (<Trkmkm’ Irkmkm' Frkmkm ))
forsome m. Then (T, . e o 2B o ) 2 ((Te Lo Fo));
Thus (7 Pik,’ Puq Puq N AT Pkq,’ pklkz’Fpklkz N AN

(<Tpkm 1km’1pkm 1km’FPkm 1km>)

A (T, Pk km Pkmkm pkmk NAUT Pkmkm+1’ pkmkm+1'Fpkmkm+1)) AN
UTor, o Ty Fory_p i) 2 (Tes I, F2))- Hence (T, I, pu>)(n) = (Te, Ie, Fo)).
(2) Next we show that (T, 1y, o Fp D" < Ty olpy o Fppe D™ L

Let (T, p” p”))(”) = ((TC,IC,F )) > 0. Then there eX|st indices kq, ko, ..., kp_q

(< Pikq’ plkl ll’kl)) A« Pkqky’ ka1k2 Pkqko >) A A (( Pkp—1j’ kan 1j’ Fpkn_1j>)

= ((Te, Ie, Fe)).
Letky =iand k,, =j. Then k, = k;, forsome aand b b(b < a).

Thus ((Tp,. ;.- pkaka.Fpkaka»b‘“ > (T, I, F.)), s0 that
(<Trkaka’lrkaka Frkaka»b_a = ((Te) e, o)), (<Trkaka’lrkaka’Frkaka>) 2 (Te, 1, Fo)),
) = (Te, I, F)). Therefore

ka1k2 Pkyk; N A AT Plg_ 1kg_’1pka 1ka’ Fpka 1ka))

((Tpkaka’lpkaka’ pkak
(( Dik4’ plkl plk )) A (( pk 1ko’

b-a-1
A (< Pkgkq’ pkak ’ pk ka >) A (< Dkpkpyiq’ pkbkb+1' pkbklerl))
(( Pk _1] kan 1’ pkn 1]>) > ((TC) IC)F>) Hence (( pu pu pu>)n > ((TCIIClF))

Example 4.6. R =((0,0,1) (0.6,0.5,0.4) (0.5,0.4,0.5)|,
(0,0,1) (0.4,0.5,0.6) (0.5,0.4,0.5)

(0,01) (0.6,0.5,0.4) (0.3,0.2,0.7)]

(0,0,1) (0.6,0.5,0.4) (0.7,0.6,0.3)]

and P = |(0,0,1) (0.6,0.5,0.4) (0.4,0.3,0.6)|,

(0,01) (0,0,1) (0.5,0.4,0.5)
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(0,0,1) (0.6,0.5,0.4) (0.5,0.4,0.5)
= [(0,0,1) (0.6,0.5,0.4) (0.5,0.4,0.5)
(0,0,1) (0.4,0.5,0.6) (0.5,0.4,0.5)
(0,0,1) (0.6,0.5,0.4) (0.5,0.4,0.5)
=1(0,0,1) (0.6,0.5,0.4) (0.5,0.4,0.5)]3332
(0,0,1) (0.4,0.5,0.6) (0.5,0.4,0.5)
(0,0,1) (0.6,0.5,0.4) (0.4,0.3,0.6)]

<R

=1(0,0,1) (0.6,0.5,0.4) (0.4,0.3,0.6)|,
(0,0,1) (0,0,1) (0.5,0.4,0.5)
(0,0,1) (0.6,0.5,0.4) (0.4,0.3,0.6)
(0,0,1) (0.6,0.5,0.4) (0.4,0.3,0.6)| =
(0,0,1) (0,0,1) (0.5,0.4,0.5)
Similarly we have the following theorem.

P3 =

Theorem 4.7. Let ((TT L 7‘11)) be a TrNeSoMas(an)
If ((Tr rl] rl])) /\(<T7U Iﬂu FJU ) =< (( Dij’ pU pu)) =< ((Tru Tij’ rU))
and V(T % ooy Fog DV (Trjo I By ) < (T Ty By )) for some,

then (( pij Ipij pu))” =T pij Ipijo pu))" As aspemal case of Theorem 4.5
or Theorem 4.7, we obtain the following corollary.

Corollary 4.8. Let ((Tr. , Irl] Tu)) be a TrNeSoMaspxn), and

n -
i\=/1 ((Trij' ITU TU>) V ((Trﬂ T'Jl' T']l)) < (( p]] p]j’ p”)) for some Jl
then Ty, Lo ey D™ = (T Lo B D™

5. Reduction of transitive neutrosophic soft matrices
We analyze the general reduction scheme of MeSoMas, concerning a product of three
NeSoMas. If (Taij,laij,Faij) is NeSoMa, of order (m x n (file term), (Trij,lr ) is

(term-term) NeSoM a,,«,, and (Tsi]., Is;;, Fsi].) is a (file-file) NMeSoM a5 om-

ij’ " Tij

Theorem 5.1. If (Tr L, F,)and (TS I;. ., F. ) are max-max-min transitive

J ij ij’ " Sij
neutrosophic soft matrlx and (T, p” pu)nxn nllpotent neutrosophic soft matrix such
that (T, Iy, By < (Tryo I, rl,> then ((Ts;, 15,0 Fs,)) © (<Tal, aip Fa M/
(Tsyp Ty Fsyy b Ty Iy pl,») (T Iy rl,» (T, 1, sl,» (Tayyp Loy Fay)) ©
((Trij' IT'” T'l] )) (1)
forany NeSoMa, (Tayjp Loy Fay)- Theorem 5.1, is extension of Theorem 1 of Hashimoto
[11] in this part of all the NeSoMas, are involved BooNeSoMa. If (TSU,IS” Su)mxm
isonJdNeSoMa, (i.e., (TSU, Is;;» Su) (0,0,1)
ifi=#j, (TSU,ISU F;. ) =(1,1,0) if i = j), we conclude this result the below corollary.

) Sl]

Corollary 5.2. If <Trl-,-: Ly, Fri]-> is Max-max-min-TrNeSoMa, and
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<TPu pij? pu)nxn NiNeSoMa, such that (T, ol p”) < (TT L Tu> then
((Tai]- aij’ Fai]-)/<Tpij; pij’ pij>) ((TTU' rij’ TU)) ((Tau aij’ Fau)) ((TT,:]" rij’ TU))

)

where (Tai,-: Ial.]., Fa,-,-) is any ReNeSoMa. Corollary 5.2 extends also, for BooNeSoMa.

By using the definition of the operation © " that values of the NeSoMa

Ty lagp Fag M Ty Isy o By ) Ty o Iy o By ))) are either “0™ or =" to the respective

solutions of (Tai]., Ioy, Fai,> From the equations (1) and (2), we find the description of the

files by way of the terms no swap of the instruction of the system. (<Tsi,-'1si,-;Fsi,-)) o

((Tai].,laij,FaU)) ° ((Tr” rij TU)) some case of information contained in the

NeSoMa (Tal.j, Ia;;s au) can be getback from (TS sy Su> (that represents a neutrosphic

hierarchy of files) and <Tru' rijs r”) (that represents a neutrosophic hierarchy of terms).

Example 5.3. Reduce the description of the set {f;,f,,..., fs} of six files by means of the
set {t4, t,, t3,t,} of terms using the following data:
t ty t3 ty

f1 7(0.6,0.5,0.4) (0.6,0.5,0.4) (0.8,0.7,0.2) (0.9,0.8,0.1)
fz((0.8,0.7,0.2) (0.4,0.3,0.6) (0.9,0.8,0.1) (0.8,0.7,0.2)\’
A f5| (0.6,0.5,0.4) (0.7,0.6,0.3) (0.7,0.6,0.3) (0.6,0.5,0.4)

fil (0.2,0.1,0.8) (0.8,0.7,0.2) (1,1,0) (0.8,0.7,0.2)

f5\1(0.6,0.5,0.4) (0.3,0.2,0.7) (0.4,0.5,0.6) (1,1,0)

fe \(0.6,0.5,0.4) (0.7,0.6,0.3) (0.9,0.8,0.1) (0.6,0.5,0.4)

ty t, t3 ty

t, / (1,1,0)  (0.2,0.1,0.8) (0.2,0.1,0.8) (0.2,0.1,0.8)

t,[(0.2,0.1,08)  (1,1,0)  (0.3,0.2,0.7) (0.7,0.6,0.3)

~t3((0.2,0.1,08) (0.3,02,07)  (1,1,0)  (0.3,0.2,0.7)
ty \(0.2,0.1,0.8) (0.7,0.6,0.3) (0.3,0.2,0.7)  (1,1,0)

Moreover, we assume (Trl.].,lru TU) to be a similarity NeSoMa. (i.e., reflexive,
symmetric, and max-max-min transitive), where (Trl-,-' . ) denotes the degree up to
which the terms t; and t; can be considered to be similar.

ij’ TU

Now, let
(0,0,1) (0,0,1) (0,0,1) (0,0,1)
[(0.2,0.1,0.8) (0,0,1) (0,0,1) (0.7,0.6,0.3)]
P =[(0.2,0.1,0.8) (0.3,0.2,0.7) (0,0,1) (0.3,0.2,07)| <R
l(0,0,1) (0,0,1) (0,0,1) (0,0,1) J

be the NiNeSoMa by methods of which we reduce (Tal-,-: Ia;;s Fai,->- In accordance to the
Corollary 5.2, we get the following results (i.e., with more zero entries) representation of
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the file-term NeSoMa, (Tal.].,laij,Fai].) without loosing any useful information for the

retrieval process.

M.Kavitha, K.Rameshwar and P. Murugadas

1(0.6,0.5,04) (0.6,0.5,04) (0.8,0.7,0.2) (0.9,0.8,0.1)
(0.8,0.7,0.2) (0.4,0.3,0.6) (0.9,0.8,0.1) (0.8,0.7,0.2)
(0.6,0.5,04) (0.7,0.6,0.3) (0.7,0.6,0.3) (0,0,1)
(A/P) =1(0,0,1) (0.8,0.7,0.2) (1,1,0) (0.8,0.7,0.2)
(0.6,0.5,04) (0,0,1) (0.4,0.5,0.6) (1,1,0)
(0.6,0.5,04) (0.7,0.6,0.3) (0.9,0.8,0.1) (0,0,1)

6. Conclusion

In this paper, we generalize the well-known results on the convergence and reduction of
NeSoMas. These results are useful for examining the reduction of powers of
TrNeSoMas, which represent reduced systems. They highlight the graph-theoretic
properties of NMeSoMas. We also provide some examples to support the theoretical
content of this paper. In future work, we will develop an algorithm using transitive
NeSoMas to draw digraphs and find strongly connected graphs. Moreover, these results
are applied to a multicriteria decision-making method. Of course, the results hold for
Boolean matrices, whose properties are used in the study of Markov chains.
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