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Abstract. We introduce what we called proximinal additivityBanach spaces, and prove
that it holds in some major occasions .
For instance, closed subspaces of Hlibert spagesummands and in a sense, 1-

complemented subspaces obey this property. Asudt,rasd with this property we have
proved the following result.

The subspace G is proximinal in the Banach spacd &Znd only if Ll(,u,G) is

proximinal inL*(x, X) if and only if Lw(,u,G) is proximinal inL¢(/J,X) for every
modulus functionpand any finite measure spa€E, 1) .
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1. Introduction
For the subset G of the normed linear spac#.(H() . We define, for x! X, d (x, G) =

inf {||x— g: 9O q If G is a subspace of X, an elemently G is called a best

approximant of x in G ilﬂx—go

= d (x,G) .We shall denote the set of all best

approximants of x in G as P(x ,G) . If for eachlX, the set P (x, G¥ @, then G is said

to be proximinal in X. and if P (x, G) is a singlatfor each XIX than G is called a
Chebychev subspace.

An increasing functionp : [ 0 ,) — [0 ,00) is said to be a modulus function if
it vanishes at zero, and is subadditive. This meaatsg(x+ y) < @(X) + ¢( y) for all x
and y in[ 0 ,0) . Examples of modulus functions are”: x0 < p<1, and In(1+Xx).

@Ax)

Furthermore, ifg is a modulus function, theg(x) = T

) is again modulus.

It is also evident that the composition of two miodufunctions is a modulus function,
[2.p.159] .

Let X be a real Banach space and let (T, n) baitefimeasure space. For a
modulus functiong, we define the Orlicz space(ﬂ(u,X) , as the set
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{f :T - X suchthat] ¢ ) d«( )t<oo} :
T

The function d : ¥ (n, X)x kg (1, X) — [0,0) given by:
d(f,9) = [ ¢/ f (t) — 9()|) d(®) turns L? (u,X) into a complete metric space [3].
T

For f OL?(u, X) we write ||f||¢:j(0(||f(t)||du(t). In what follows, wheng is
T

mentioned, it is to be assumed a modulus functé®would also like to mention that in
the literature, we did not find conditions underieththe proximinality of G in X is

equivalent to the proximinality Of_¢(,u,G) in Lw(,u,X) and to the proximinality

of Ll(,u,G)in Ll(,u,X). Here we give the condition of proximinal additiwi under

which we achieve the required equivalence.

Recently, authors seem to concentrate on the eéaten®f classical results in
which they consider Haar subspaces for approximatats, [6]. Past tries can also be
found in [4,7].

2. Proximinal additivity
Definition 2.1. A subspace G of a Banach space X is said to pinaily additive if G is

closed andzl+ 22D A 2t % Gwhenever21D P( X Gand Z, O P( Xy Q.

Example2.2. Let X =R2, and let G %(X, 0):x0O Q . Then G is proximinally additive
in X, with the Euclidean norm.

Definition 2.3. A closed subspace G of a Banach space X is s#id gp-summand if
there is a bounded projection E -XG such that, for all

xO X, @(| X)) = o E(X))) + @(| x= & J) - In [3], it was shown thag-summands are
proximinal. Further, we prove that:

Propostion 2.4. If G is a g-summand of a Banach space X, then G is Chebyshev.
Proof. Assume that G is @-summand of X. By [4.page72] , One has:

(Ox O X) E(x) O P(x,G). Now suppose that ¢*G is another closest element to x.
So,

[x=g*] =[x & ¥ )
But x-g* U X, so:

Ax—g*|) = A[E(x-g9)|) + A|x - g* ~E(x - g")|)

AEX - o) + ot x- & X.
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By (1) , we conclude thap(|E(X) — g*|) =0, hence g* = E (x) .
Since x and g* were arbitrary , G is Chebyshev.

Proposition 2.5. If G is a @-summand of X, then G is proximinally additive.
Proof: Let ZlD =4 X G and QD = % Gbe arbitrary .
Since G is g-summand , choose an appropriate projection:
E : X - G such that E (x) is the unique best approximant @fix 1 X) .
By proposition (2.4) ,z=E (x)and 2=E (% ).
But z +z, = E (%)+E(% )= E (x+x,) since E is linear , sal+ ZZD R )_;L+ )&, G

Definition 2.6. [1] A subspace G of a Banach space X is said tb-bemplemented in X
if there is a closed subspace W of X such that :

X=G W, and the projection E : X> W is contractive.

Proposition 2.7. If G is 1-complemented and Chebyshev in X, theis @roximinally
additive.

Proof: Let for i = 1,2,2I O P()I(, G.Since G is 1-complementd in X , choose an

appropriate closed subspace W of X such that X B ®V. This implies that xcan be
written as x= g +w; where gi JGand WI OW (i=1,2).

Since G is Chebyshev , z(i=1,2).

Now x+X, = (q+g)+(Wi+W,). But since G and W are subapace(gl+ g2) 0 Gand

(W1+ WZ)DW. It now follows that Z+z,= g+ gZE] R X+ % &. Since z and

Z, were arbitrary, G is proximinally additive.

Proposition 2.8. Let G be a closed subspace of a Hilbert sgate<.>) Then G is
proximinally additive.

Proof: Let 21D P()&, 0o, ZZD R )é G.By[5,P.92], %z OG (fori=1,2) .

Hence, <x+ % - (z1-22), g > = O forall ¢/ G
Hence, x+x, — (z +z) 0 G which implies thatz+ z U P (x + %, G) .
Thus G is proximinally additive in X.

3. Main results
We begin with the following two lemmas.
Lemma 3.1. Let G be a subspace of a normed space X, and let

PC;]'(O) ={x0 X:00 p(x G} . Then the following statements are equivalent:
() G is proximinal in X.

o -1

(i) X =G + PG (0)
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Proof: If G is proximinal, x[J X,and g, [0 P(x,G), then
X=g. +(x-g.) OG+ pg'(0)since
[x=9- -0 =[x-g.[<|x-g. -g|igOG.
Conversely, if (ii) holds , and ikl X then x=g +y , whereg, JG and y[J F(gl (0)
Thus0OP(y,G)= p(x= g, G, which implies that d(x-¢G) =HX- gOH . It now
follows that g, [1 P(Xx G),and so G is proximinal in X.

Lemma 3.2. Let X be a Banach space, and G a closed subspxceltich is
proximinally additive. Thenpél(O) is a closed subspace of X aﬁgl(O)ﬂ G={0.
Proof: Let x1 and x2 be elements 'pJE_;l(O). So 00 P(X.I.’ G)n K %y, Q.

Since G is proximinally additiveQ (0 P(x + x,, G),andsox+ x[1 P* (0

Let x[I P(; 1(0) and a be any scalar. Then by [5,page 147], One has:

d (ax, G) = ad(x,G),andsola| x| = |ax].
Hence ,00 P(ax, G) ,which in turn implies thatrx (0 P;*(0) (2)

By (1) and (2),Pc;1(0)is a subspace of X.

Now, let (%) be a sequence F?gl(O) which converges to x. Sind2l1G,
One has thad(x, G) < || >ﬂ (3)

For 0>0,choosen ON suchthdfinz n | x - >H<g

Fixing n= n, , we have that:
[ ==, x| < x =, + x|

<g +‘ %, = d(x,G) + d(X,G)‘
<5+l -dx @)+ dx.0)
:% +|d(x,,G) —d(x,G)| +d(x,G)| (sincex, D P;* (0)|)

<% +[x, = x| +d(x,G)
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<E+E+d(x,G)
2 2
£1+d(x G)
Hendpd| < d(x G (4)
By (3) and (4)|x| = d(x G),s000) P(x,G). Thusx gl (0),s

-1 .
PG (0)is closed.

Finally, let
gOR*(0)N G.Thereforegd B* (0)andgd G .ThusfDP d G )angl G S

|g| = d(g G and g1 Gwhich implies thaf fj= 0,sog= 0.Therefor® (@) G{ }
Theorem 3.3. Let X be a Banach space , and G a closed subsgfa®ewhich is

proximinally additive. Then G is proximinal in X #nd only if G is 1- complemented in
X.

Proof: Suppose that G is proximinal in X . By lemma (31F G + P(gl(O).

By Lemma 3.2, sincePél(O).is a closed subspace of X, and meets G in exé@}ly
- —1

soX =Gl F&; (0).

For x(O X, g0 Gand ZJ Igl (O)with = g+ zwedefine E(x¥

Now E is a contraction X — chl(O). To see this,

for xOO X, gd Gand 2 Igl (O)with x =g+z , we have by [5, page 147] that:

|¥|=d(x,G) =d(g+2G)
=d(z,G)

i

The converse was done in [1,page 529]
The proof of our main result we will be broken istdew lemmas. We begin with:

Lemma 3.4. Let G be 1-complemented in the Banach space X]ard,u ) be a finite

measure space. Thd_&(,u, X)is 1-complemented i|11_1(,u, X).
Proof: Let X =G W and let E :X — W be a contractive projection. So
OxO X, x=(1-E)(¥+ E 3,and| E(} <| kwhere I is the identity map.

For f OLY(y, X),set fi= (FE) fand
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f2 =E, f (a.e.onT)

Now , H f2H1 - 4 H f 2(t)Hd u(t) = # |ECF () < # | £0)] et = H EH LS

Thus £, 0L (W) .
Furthermore , we have:

], = [ f.®lduct) = [0 - E)f @)ldeact)
T ij ||f(t;—E(f(t))||du(t)
< [ f Odu) + [|ECE ©)]dett)
<| || F Ol + | ﬁ(f ()|deect)
A4,
<o

Hence, f1D Ll(,u,G) . Clearly f=f+f, (a.e. on T).

Since W is a closed subspace of Kl(,u,W) is a closed subspace bf(4, X) . Also , if

t 0 w,6)N i, w)then f ¢ )1 6N W={ 30 O Tso fis the zero function.
Hence:

L, x) = Lw,6)0 u,w).

Finally , the mapE( f)= f2 is a contractive projection forrhl(,u, X) - Ll(,u,W).
Thus, Ll(,u,G) is 1-complemented in X .

Corallary 35. If G is 1-complemented in X, thd;f]r(ﬂ,G) is proximinal in Ll(,u, X).
Proof: By lemma (3.4) ,Ll(,u,G)is 1-complemented irll_l(,u, X) .By [1,p.529]
Ll(,u,G)is proximinal in Ll(,u, X).

Lemma 3.6. Let G be a closed subspace of a Banach space k&, /) be a finite
measure space . I.t¢(,u,G) is proximinal in L¢(,u, X), then G is proximinal in X.
Proof: Let X[ X be arbitrary . For altJT, let f (t) = x. Thenf DL¢(,u,X).By
proximinality of an(,u,G) in L?(u, X), chooseg [ L(p(,u, G).
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Such thaf|f — g||¢ =d( f, (u, G). By[4,p.73], One has :
[ft)-a®)|<|f®)-y|aeonT,andOyOG

Hence for some t|x - g(t)||<|x- yOyd G
Consequently, G is proximinal in X. Now we are ngé&al prove our main result.

Theorem 3.7. Let X be a Banach space and G be a subapace wehjmtoximinally
additive in X, then the followings are equivaléior, any finite measure spacé, u) :

(a) G is proximinal in X
() LL(, G)is proximinal in k(x, X)
(© an(,u,G) is proximinal in an(,u, X)

Proof: (a) = (b): Assume G is proximinal in X. By Theorem 3.3 Gisomplemented
in X. By Cor.(3.5) ,Ll(,u,G)is proximinal in Ll(,u, X).

(b) = (0): AssumeLl(,u,G)is proximinal in Ll(/,l, X). By [4,p.73], L¢(,u,G)is
proximinal inL(”(,u,X) :

(c)=(9): AssumeL¢(,u,G) is proximinal in L¢(/J, X).Bylemma (3.6) , G is
proximinal in X.

Corollary 3.10. Let X be a Banach space and G be lgggummand of X. Then

an(,u,G) is proxminal in L¢(/J, X).
Proof: By [4,p.72] G is proximinal in X . By Propositid2.5),G is proximinally additve.

Now, by theorem (3.7) L¢(/J,G) is proximinal inL(”(,u, X).

4. A note on optimization theory

Optimization is a mathematical technique that camcéhe finding of maxima or minima
of functions within some feasible region. A divéysif optimization techniques fight for
the best solution. Particle Swarm Optimization (P®Da comparatively new, current,
and dominant method of advanced optimization tepmmithat has been empirically
shown to perform well on many of these optimizatmwablems. It is lucidly and widely
used to find the global optimum solution in a coexpsearch space. This, in a sense, is
another face of best approximation theory, eadtsifield of application. The difference
is in the fact that, optimal solutions occur asuesl of functions while proximinal maps
have the basic problem of non-being linear. Thipant shortens the scope of invoking
such maps in the theory of best approximation.féiwher development, we would like to
refer the reader to [8,9,10].
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