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Abstract. In this paper, unified approach for solving multibjective optimization
problem is introduced. The approach is based orRéiference Direction (RD) method
introduced by Narula et al. [14], and the Attaimaliteference Point (ARP) method
introduced by Wang et al. [19]. This approach imesothe performance of the ARP
method by using the initial weak efficient solutiohthe RD method that is to improve
the weights in the Lexicographic weighted Techebjichbrogram. The weights in the
unified approach are constructed through the ARG the weak efficient solution. A
numerical example is given in the sake of the papetarify the obtained results.
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1. Introduction

Multi-objective optimization problem (MOP) has bew® famous among many

researchers due to more practical and realistiicabipns. In general, there is no single
optimal solution in multi- objective problems, lmather a set of non- inferior (or pareto
optimal) solutions from which the DM must seleat thost preferred solution as the one
to implement (Cohon et al. [3]). The generatiorihaf entire non- inferior solution set is

not practical for most real world problems.

Most multi- objective methods are based onrauon between a decision maker
(DM) and the mathematical model of the problem wundensideration. A typical
interactive method exhibits a hierarchical struetcomposed of an analysis level, which
comprises the solution of some auxiliary singleechye optimization problem, and
decision level, at which the DM tries to induce Hralysis level to generate a solution
that optimizes his (her) preference function (Hwand Masud [12], and Chankong and
Haimes [2]).

Multi-objective optimization methods can basdified according to the DM influence
in the optimization process (Hwang and Masud [12]):

1. Methods where DM does not provide information (peference methods)
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2. Methods where a posteriori information is used {gricri methods)
3. Methods where a priori information is used (primethods)
4. Methods where progressive information is used (@tive methods).

Since the pioneer interactive method for savimulti-objective nonlinear
programming (MONLP) problem is given by Geoffrionat [9], many researchers have
developed numerous interactive algorithms for sgvimulti- objective optimization
problems (Aksoy et al. [1]) and Gradiner and Ste[&]).

The main difference of the algorithms lies it techniques for arriving to a final
solution. Typically, a technique can be categorinéal two classes (Sawaragi et al. [16]):
Class 1. An interactive optimization method, and
Class 2: An interactive satisfactory method

The Tchebycheff method is suggested in Steligdg] that the sampling of the pareto
optimal set works in the most unbiased way if #ueges of the objective function values
over the pareto optimal set are approximately t#raes The reference point introduced
by Wierzbicki [20] is based on a reference poimii@dion levels. The reference pointis a
feasible or infeasible or desirable in the objextpace which is reasonable desirable to
the DM. The reference point is used to derive aahigent scalarizing functions having
minimal solutions at weaklyg — properly or pareto optimal points. In this method,
generating pareto optimal solutions is based areefte points, not on value functions or
weighting vectors. No specific assumptions are dagethe the problem to be solved.
The satisficing trade- off method presented by Makea [13] is as follows:

After a weekly or a properly pareto solutionshiaeen obtained by optimizing a
scalarizing function, it is presented to the DM. tBa basis of this transformation(s) he
(she) is used to classify the objective functiont ithree classes: the unacceptable

objective function whose values he(she) wants frave (I *), the acceptable objective
whose values he(she) agrees to relax (impair) rmddceptabl€l ~) objective functions

whose values he(she) accepts as they br¢ (such thatl = =1° 01 7). The reference

direction method presented by Narula et al. [14jased on a reference directions , and it
needs to minimize a series of achievement scafgriziroblems at each iteration

according to several values of the parameters (0<a <1) according to the DM

wishes. The solution of each achievement scalayiproblem is weakpareto optimal
solution. To obtain only efficient solution, it iseeded to solve a single objective
surrogate problem. There is no stopping rule, &edteration process stops according to
the DM wishes. Wang et al. [19] proposed an intiracalgorithm namely, the
Attainable Reference Point method. This method ubes Lexicgraphic Weighted
Techebycheff programming problem, in which the Wéitg vector is constructed
through the Attainable Reference Point and thel ideiat. This ensures the efficiency of
the solution. The role of the DM is to compare soéution with the ideal point, and the
reference point if the solution is not satisfactdny (she) chooses an unsatisfactory
objective function and modify the reference valakthe some satisfactory objectives. A
new reference value for the unsatisfactory objects/reached after the solution of an
auxiliary problem. Sadrabadi and Sadjadi [15] depell a new algorithm based on a new
approach to solve the MOP by starting from utopaint, which is usually infeasible,
and moving towards the feasible region via stepwisgement and a simple continuous
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interaction with DM. De and Yadav [5] proposed dgodthm for solving multi-
objective assignment problem through interactivezyu programming approach.
Deshpande et al. [6] proposed a new method sagtgfont approximation method for
multi-objective optimization problems with boundnstraints. Fadil et al. [7] created a
probabilistic multi- objective optimization modehieh described the aircraft trajectory
uncertain. Das and Roy [4] proposed computatiatgarithm to solve MONLP problem
with single valued neutrosophic data. Hakanen et [Al] introduced efficient
optimization techniques for solving multi- obje&iwptimization problems arising for
simulated moving bad processes. Ghaznaki et al] ElQdied multi- objective
programming problem and proposed a scalarizinglenolfor it and also introduced the
relation between the optimal solution of the sdairad problem and the weakly efficient
solution as properly efficient.

This paper deals with unified approach for Bmv multi- objective nonlinear
programming problem. The approach is combined with Reference Direction (RD)
introduced by Narula et al. [14] and the Attainalteference Point (ARP) method
introduced by Wang et al. [19] In the unified apgmi, we still starting with a weak
efficient solution as the first step and use theesponding objective values to improve
the weighting coefficients of the augmented Lexiepdpic Weighted Tchebycheff
problem and hence modify the reference point irctee of an unsatisfactory solution for
the decision maker (DM) he (she) wishes.

The remainder of the paper is organized dkdrfollowing five sections: In section2,
multi- objective optimization problem (MOP) is inttuced as specific definition and
properties. In section 3, a unified approach fdviag the MOP is presented. In section
4, a numerical example is given to clarify the sgigd unified approach introduced in
section3. Finally, some concluding remarks arentegddn section 5.

2. Problem formulation and solution concept
Consider the following multi- objective optimaition problem

MinZ(x) =( £, £,00,.-.,F ()" &
Where, x is an— dimensional vector of decision variabl€3,[] R" is the feasible set
of the decision variables, anfj(x), i = 1,2,3,...,k are m distinct real -valued functions.

Is assumed that:
1. The feasible region of decision variabBs_]R" is non- empty and compact.
2. f,(x),i =123,...k, are continuous functions.

Definition 1. (Wang et al. [19]). Letf =( f_l, fz,...,fk)T be an attainable reference
point (f, > f,i =123...k and f may be feasible or infeasible) for the problem (1)

andx OG.
1. X is said to be reference efficient solution oflgemn (1) if X is an efficient
solution of problem (1) and (x) < f.
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2. Apointx is said to be satisfactory reference solutionrobem (1) if X is
reference efficient solution of problem (1) afigx’) is satisfactory for the DM.

3. Unified appr oach
The steps of the unified approach to obtain afsatisry solution for the MOP (1) can be
summarized as in the following steps:

Step 1: Calculate a starting point” that is by solving the following problem:
Max A,,i=12,...k,
A <t (x); 00 =12...k,
xOG, 0= A OR
Denote the corresponding objective vectorfby, go to step2.

)

Step 2: Give an initial reference point. DM specifies iaitial reference point (Wang et
al. (2001)), f OR"such thatf.° > 1‘iIj for everyi =12,...,k. Let

J={12,...,k}, J° = J. Let the iteration counteln = 0, and go to step3.

Step 3: Search for a reference efficient solution. Let

h :Tlfu,i =123...k and €))

go to step 4.

Step 4. Search for a reference non- efficient solutiont ikaby solving the following
Lexicographic Weighted Tchebycheff programming peabwith the calculating weights

and f",i=212..k, as
Lex min{a,, | f,(9~ " },i=123...k

Subject to
W[ f,(0 = 7| <a;0i = 123...k, v
x0G, 0<a, OR

To obtain an optimal solution” and the corresponding objective vectdr, and go to
step 5.

Step 5: The determination of termination. There exist thrases:
Case 1: If the DM is satisfied with the corresponding oljee f " = f (x"),
stop- the satisfactory solution has been founchisyrhethod.

Case 2: If there is no satisfactory objectifé', stop- there is no satisfactory
solution can be found by this method.
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Case 3. If there are some satisfactory objectives, askDMeto select one of

such objective and the amoudldf to be sacrificed (decreased) in exchange for an

improvement of some unsatisfactory objective.

Step 6: If h =k, stop- no satisfactory solution can be found l thethod. Otherwise,
seth=h+1, go to step 7.

Step 7: The modification of the reference point
(i) The DM selects ang, in J "such thatf% is an unsatisfactory objective in

{f:i0J"} at " Let I™ =J"/{e}. Separate]™ into the following
two parts:
Part 1: J! ={i 03" :f" < f" and the DM wishes to release the valuefpfat
f "}
Part 2. J) =3"/J].
(i) Fori[J," the DM presentd\, the amount to be relaxed fdrat f", such
that O<A" < f" — ", Let ™ =f"+A". ForiDJ"/J™, let

fh+1:f_h.

(iii) In the casef,™ = f" foralli0J"/{e}, return to (i), to separatd™
once again or return to (ii) to increase the ameoaiie relaxed for some
f. (i0J;)") atf", if the DM wishes to do so. In the case tHgt™ # f" for

somd 0J"/{e,}, go to (iv).

(iv) Lete=g,,fi=f"i=12..Kk,i#e, and solve the following auxiliary
problem

Min f_(x)

Subject to
f, (X) <fi,i=12..kize
xOG.

To obtain an optimal solution , when f." = f or fe: of objective f, is not
satisfactory to the DM, return to (iii) to increabe amount to be relaxed for

some f, (i 0J)") at f" if the DM wishes. Otherwise, stop Wheflg'nh # f and
fe': for objective qu is satisfactory to the DM he (she) provid§e§, the larger

the amount forf_ to be improved af " such that0 < Ah% < fe: —f" Let

e,
Fhtl _ ¢h _ ah
f% —f% A%.
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(v) If fe:ﬂ < fe:, let h=h+1 and return to (iii). Otherwise, let
X" = x'h; h=h+1 and return to (iv) wherx' s unigue optimal solution

of the auxiliary problem (5) or lex" be an optimal solution of the following

min a, , i=12..k
i=1,2,...k
Subject to
W f.(0)-f"<a 12..k
ERACES A EeAN ©
xtG, 0<a, R
| f fe'n1+1 > f; ,let h=h+1 and return to step3.
Table 1. The advantages and disadvantages of ARP methodhé&Bod, and Unified
approach
Methoc Advantage Disadvantage
Attainable 1. It is a general method, tr 1. It does not determine tt
Reference is it is applicable to any complete set of efficient
Point problem (differentiable or solutions.
non-differentiable, convex | 2. At each iteration step
or non convex). through the modification of
2. The iteration number is not the reference point, the DM
more than the objective needs to solve an auxiliary
function numbers. problem to guarantee its
3. The attainable reference attainability.
point may be feasible or 3. The weights depend on the
infeasible. ideal point and the
4. The DM need not provide attainable reference point
the precise attainable through the use of the
reference point in advance Lexicographic weighted
The DM modifies his Tchebycheff program.
reference point under the 4. Through the modification of
help of the method. the reference point, the DM
5. The resulted solution is an may need to return again
efficient solution. either to (ii) to increase the
amount to be relaxed for
some f, i 0J;', orto (i) to
separate ™ again .
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Reference
Direction

1.

2.

The algorithm starts with
weak efficient solution.
The solution of each
achievement scalarizing
problem is a feasible
solution for the successive
problem.

1. In each iteration, we need

. The stopping rule is not

. The optimal solution of each

. It does not determine the

solve more than one
achievement scalarizing
problem according to the
wishes of the DM.

defined. It is according to th
DM wishes.

achievement scalarizing
problem is a weak efficient
solution of problem (1) and
to obtain only efficient
solution it is required to
solve a single objective
surrogate problem.

complete set of efficient
solutions.

Unified
Approach

5. The solution is efficient.

. It a general method, whic

. The iteration number is

. The ARP may be feasible @

. The DM need not provides

is applicable to any problen
(differentiable or non
differentiable, convex or
non convex)

—

surely less than the
objective numbers, hence
the computational effort
required to get the final
solution is considerably
reduced where the DM
reaches his/ her satisfactory
solution more rapidly than
the one obtained from the
attainable reference point.

=

infeasible.

the precise attainable
reference point in advance
but he needs only his
reference point under the
help of the method.

. The method does n

. Through the modification of

introduce the complete set ¢
efficient solutions.

the reference point the DM
needs to solve an auxiliary
problem to guarantee
attainability and may need t
return again either to step (i
to increase the amount to bg

relaxed for somef,,i 0 J

or to step (i) to separatd"**
again.

11

=

W~ U
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4. Numerical example
Consider the following problem

minZ(x) =( f,(x), f,(x))"

Subject to
(x=3°+(x,-2)* <0,
2%, — %X, 2 0.

where, f,(X) = x; andf,(x) = x,.
Let us apply the steps of the unified procedure as

Step 1: Starting withx" by solving the following problem:

Max A,

i=1,2
Subject to
A <X,

A, <X,

(X1_3)2 +(X2 _2)2 <0,
2%, — X, 20,
0<AORjiI=12

Let the solution bex” =(3,0019,1.9967) and the corresponding objective values are
f" =(3001919967.

Step 2: DM specifies an initial attainable reference p&irﬂ R“, such thatf_i > finor
everyi =1,2, that is

3.0004< f, < 5.0004 ? 5.0004,

andl.9967< f, < 4.0004? 4.0004.

Then, f =(5.00044.0004" .

Let J ={1,2,}, J° = J.Set the iteration counthr= 0, and go to step3.

Step 3: Calculate the weighting vector from the followirgjation:

W =—1 _=05004 and W} =— > =04991
f,-f f, - f

1 1 2 2

Step 4: Solve the Lexicographic Weighted Tchebycheff peabwith the calculating
weights andf ” according to the problem (4) as

min { a,,|x, - 3.0019 +|x, - 1.9967}
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Subject to
0.5004x, -3.0019< a,,

0.4991 x, ~1.9967<a,,
(%, _3)2 + (X%, _2)2 <0
2% — X, 20,

X,% 200<a 0ORi=12

Step 5: Casel:x” = (3.00190), f " = (3.0019,0), f = (5.0004,4,0009,and
f” = (3.00191.9967) is the DM satisfied Y/N: Y, stop wittx" = (3.00190) and
f* = (3.00910) as the final solution.

5. Concluding remarks

In this paper, we have suggested unified approamh sblving multi- objective
optimization problems. This approach based on thmhined with the Reference
Direction method introduced by Narula et al. [1dihd the Attainable Reference Point
(ARP) method introduced by Wang et al. [19], andpadd the Lexicographic Weighted
Tcheycheff program. The main development we madsestitates in using the weak
efficient solution obtained from the initial stepp the reference direction method to
improve the weights in the Lexicographic Weightedhd&ycheff program. This
improvement reduced the number of iterations, aedcé the computational effort
required to obtain the final solution has been cedu
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