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1. Introduction 
The theory of fractional calculus has newly received a lot of attention and establishes a 
meaningful branch of nonlinear analysis. Number of research papers and research 
monographs has appeared devoted to integrals and differential equation of fractional 
order. 

In this paper we study the existence of locally attractive solution of the following 
fractional order quadratic integral equation. 
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where � ∈ ℝ� = [0, ∞�  and  0 < # < 1,  �: ℝ� × ℝ → ℝ,  (: ℝ� × ℝ × ℝ → ℝ   and �: ℝ� × ℝ� × ℝ → ℝ  are functions which satisfy special assumptions. 
 
2. Preliminaries 
In this section, we introduce some notations and definitions of fractional calculus and 
present preliminary results needed in our proofs later. 

Let * = +,�ℝ�, ℝ�  be the space of absolutely continuous function on ℝ�  and Ω 
be a subset of *. Let a mapping .: * → * be an operator and consider the following 
operator equation in * namely,  ���� = �.�����, for all � ∈ ℝ�                                                                                 (2)  
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 Below we give some different characterization of the solutions for operator equation (2) 
on ℝ�. We need the following definitions. 
 
Definition 2.1[3]. Let *  be a Banach space. A mapping .: * → * is called Lipschitz if 
there is a constant / > 0 such that, ‖.� − .3‖ ≤ /‖� − 3‖for all �, 3 ∈ *. If / < 1, 
then . is called a contraction on * with the contraction constant  /. 
 
Definition 2.2. [2,3] An operator ℚ on a Banach space * into itself is called compact if 
for any bounded subset 6 of *, ℚ�6� is relatively compact subset of *. If ℚ is continuous 
and compact, then it is called completely continuous on *. 
 
Definition 2.3. [4] Let * be a Banach space with the norm ‖∙‖ and let ℚ: * → *, be an 
operator (in general nonlinear). Then ℚ is called 

i. Compact if ℚ�8� is relatively compact subset of *. 
ii. Totally compact if ℚ�6�  is totally bounded subset of *  for any bounded 

subset 6  of * . 
iii.  Completely continuous if it is continuous and totally bounded operator on  *. 

It is clear that every compact operator is totally bounded but the converse need not be 
true. 
     We seek the solution of (2.1) in the space +,�ℝ�, ℝ�of continuous and real – valued 
function defined on ℝ�  . Define a standard norm ‖∙‖  and a multiplication “ ∙ ” 
in +,�ℝ�, ℝ� by 
            ‖�‖ = �;<=|����|: � ∈ ℝ�?,   �@A���� = ����3���,   � ∈ ℝ�                              (3) 
Clearly +,�ℝ�, ℝ�becomes a Banach space with respect to the above norm and the 
multiplication in it. By ℒC�ℝ�, ℝ� we denote the space of Lebesgue-integrable function ℝ�with the norm ‖∙‖ℒ� defined by  
                             ‖�‖ℒ = � |����|��D

�                                                                              (4) 
 
Definition 2.4 [1]: Let ( ∈ ℒC[0, EF  and  # > 0 . The Riemann–Liouville fractional 
derivative of order # of real function ( is defined as  

G�(��� = 1
H�1 − #�

�
�� I (���

�� − ��� ��     ,     0 < # < 1



�
 

Such that G��(��� = J�(��� = C
K��� � ����

�
������ ��  

�  respectively. 

 
Definition 2.5. [1] The Riemann-Liouville fractional integral of order # ∈ �0,1� of the 

function ( ∈ ℒC[0, EF  is defined by the formula:  J�(��� = C
K��� � ����

�
������ �� ,    � ∈

�[0, EF where Γ�#� denote the Euler gamma function. The Riemann-Liouville fractional 

derivative operator of order #  defined by G� = L�
L
� = L

L
 °JC�� . It may be shown that the 

fractional integral operator J� transforms the space ℒC�ℝ�, ℝ� into itself and has some 
other properties. 
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Theorem 2.1. [4] (Arzela-Ascoli Theorem) If every uniformly bounded and equi -
continuous sequence =(O? of functions in,�ℝ�, ℝ�, then it has a convergent subsequence. 
 
Theorem 2.2. [4] A metric space X is compact iff every sequence in X has a convergent 
subsequence. 
 
Theorem 2.3. (Lebesgue’s dominated convergence theorem) Suppose that =ℊO? is a 
sequence of measurable functions, that ℊO → ℊ  pointwise a.e. as  O → ∞ , and that  |ℊO| ≤ (, ∀ O, where  ( is integrable then ℊ is integrable and � ℊ�R = STUO→D � ℊO�R. 
 
Definition 2.6. [6] A closed and non-empty set  V   in a Banach Algebra  *  is called a 
cone if, 

i. V + V ⊆ V 
ii. ℷV ⊆ V  for  ℷ ∈ ℝ, ℷ ≥ 0  
iii.  =−V? ∩ V = 0 where 0 is the zero element of  *. 

and is called positive cone if  
iv. V ∘ V ⊆ V 

and the notation  ∘  is a multiplication composition in  *. We introduce an order relation  ≤  in *  as follows. 
Let �, 3 ∈ *  then � ≤ 3  if and only if  3 − � ∈ V. A cone V  is called normal 

if the norm   ‖∙‖  is monotone increasing on  V.  It is known that if the cone   V  is 
normal in  *  then every order-bounded set in  *  is norm-bounded set in  *. The details 
of cone and their properties appear in Guo and Lakshikantham [7]. 

We equip the space  ,�\, ℝ�  of continuous real valued function on  ℝ�  with the 
order relation   ≤  with the help of cone defined by, 
 V = =� ∈ ,�\, ℝ�: ���� ≥ 0 ∀� ∈ \?                                                                              (5) 

We well known that the cone  V  is normal and positive in  ,�\, ℝ�. As a result of 
positivity of the cone  V  we have:  
 
Lemma 2.1. [8] Let ]C, ]^, _C, _^ ∈ V  be such that   ]C ≤ _C   and  ]^ ≤ _^ then  ]C]^ ≤ _C_^. 
             For any ], _ ∈ * = ,�ℝ�, ℝ�, ] ≤ _    the order interval [], _F is a set in * 
given by,    
  [], _F = =� ∈ *: ] ≤ � ≤ _?                                                                                         (6) 
 
Definition 2.7. [6] A mapping ̀ : [], _F → * is said to be nondecreasing or monotone 
increasing if  � ≤ 3 implies  ̀ � ≤ `3 for all  �, 3 ∈ [], _F. 

We use following fixed point theorem of Dhage [8] for proving the existence of 
extremal solution for the FQIE (1.1) under certain monotonicity conditions. 
 
Theorem 2.4. [8] Let  V  be a cone in Banach Algebra  *  and let  [], _F ∈ *.  Suppose 
that  ., a: [], _F → V  and  ℂ: [], _F → * be three nondecreasing operators such that 

a. .  and ℂ  are  a Lipschitz with Lipschitz constant /, c 
b. a  is completely continuous, 
c. The elements ], _ ∈ *  satisfy ] ≤ .]a] + ℂ] and  ._a_ + ℂ_ ≤ _ 



 

B.D.Karande and S.S.Yachawad 

350 

 

Further if the cone V  is normal and positive then the operator equation  � = .�a3 +ℂ�  has the least and greatest positive solution in  [], _F  whenever  /d + c < 1,  where  d = ‖a�[], _F�‖ = �;<=‖a�‖: � ∈ [], _F?. 
3. Existence theory 
Let * = ,�ℝ�, ℝ� be a space of continuous real valued functions defined on ℝ�. Define 
a norm ‖∙‖  and a multiplication in * by, ‖�‖ = �;<
∈ℝe|����|  and  ��3���� =���3���, ∀ � ∈ ℝ�. 

Clearly *  is Banach Algebra with respect to above supremum norm and 
multiplication in it. 

Definition 3.1. [9] A mapping �: ℝ� × ℝ� × ℝ → ℝ is Caratheodory if: 
i) ��, �� → ���, �, �� is measurable for each � ∈ ℝ and 
ii)  ��� → ���, �, ��is continuous almost everywhere for � ∈ ℝ�. 
Furthermore a Caratheodary function � is ℒC −Caratheodary if: iii� For each real number g > 0 there exists a function hi ∈ ℒC�ℝ� × ℝ�, ℝ� 

such that |���, �, ��| ≤ hi��, ��   j. k.   � ∈ ℝ� for all @ ∈ ℝ with |�|i ≤ g. 
Finally a caratheodary function � is ℒ*C −caratheodary if: 
iv) There exists a function h ∈ ℒC�ℝ� × ℝ�, ℝ�  such that |���, �, ��| ≤h��, ��,    j. k.   � ∈ ℝ�  for all � ∈ ℝ 

For convenience, the function h is referred to as a bound function for �. 
4. Existence of extremal solutions 
We need following definitions in sequel. 
Definition 4.1. A function  ] ∈ +,�ℝ�, ℝ�  is called a lower solution of the FQIE (1) 

on  ℝ�  if the function  � → l ]�
��m�
,]�
�	
��
,]�
�,]���
�	�n  is continuous absolutely and  

]��� ≤ ���, ]���	 + ��
,]�
�,]���
�	�
���� � ��
,�,]���	

�
������



� ��                                                 (7) 

Again a function _ ∈ +,�ℝ�, ℝ�  is called an upper solution of the FQIE (1) on ℝ�  if 

the function  � → l _�
��m�
,_�
�	
��
,_�
�,_���
�	�n is continuous absolutely and 

_��� ≥ ���, _���	 + ��
,_�
�,_���
�	�
���� � ��
,�,_���	

�
������



� ��                                                         (8) 

Definition 4.2. A solution  �o  of the FQIE (1) is said to be maximal if for any other 
solution �  to FQIE (1) has  ���� ≤ �o���  for all t ∈ ℝ�. Again a solution �o  of the 
FQIE (1) is said to be minimal if  �o��� ≤ ����  for all t ∈ ℝ� where �  is any solution 
of the FQIE (1) on  ℝ�. 
Definition 4.3. (Caratheodory case) A function q: ℝ → ℝ is nondecreasing if q��� ≤q�3� ∀�, 3 ∈ ℝ  for which  � ≤  3.  Similarly q���  is increasing in �  if q��� <q�3� ∀�, 3 ∈ ℝ for which  � < A. 
We consider the following assumptions: 

rs) The function � → l ��
��m�
,��
�	
��
,��
�,����
�	�n is increasing in the interval   
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                            tUTu
∈ℝe]���, Uj@
∈ℝe_���v. 
rw) The functions  �: ℝ� × ℝ → ℝ,  (: ℝ� × ℝ × ℝ → ℝ   and �: ℝ� × ℝ� × ℝ → ℝ  
are on decreasing in � almost everywhere for  � ∈ ℝ�. rx) The FQIE (1) has a lower solution ] and upper solution _ on ℝ� with] ≤ _. 
ry) The function ���, �, ����	 is caratheodory. 
rz ) The function  S: ℝ� → ℝ   defined by S��� = {���, �, ]���	{ + {���, �, _���	{  is 
Lebesgue measurable. 

Remark 4.1. Assume that the hypotheses �|C - |} ) holds, then the function � →
���, �, ����	 is lebesgue integrable on \, say {���, �, ����	{ ≤ S���, a.e.,� ∈ ℝ�, for all � ∈ [], _F and some lebesgue integrable function S. 
Theorem 4.1. Assume that the hypothesis �|C-|}) holds and S is given in above remark, 

further ‖/‖ C
K���C� ~�‖S‖ℒ� + ‖c‖ < 1,  then FQIE (1) has minimal and maximal positive 

solution on ℝ�. 
Proof: Let  * = ,�\, ℝ� and we define an order relation “≤” by the cone V  given by (5). 
Clearly V  is a normal cone in  *.  
Now we define three operators   ., a: [], _F → V  and  ℂ: [], _F → * by, 

.���� = ( ��, ����, ������	� , � ∈ ℝ�                                                                             (9) 

a���� = C
���� � ��
,�,����	

�
������ ��, � ∈ ℝ�

�                                                                               (10) 

ℂ���� = ���, ����	, � ∈ ℝ�                                                                                            (11)                                          
 The FQIE is equivalent to the operator equation  ���� = .����a���� + ℂ����, ∀� ∈ ℝ�                                                                         (12)                       

We shall show that, the operators . , a  and ℂ  satisfy all the conditions of 
Theorem (2.4). 
This will be achieved in the following series of steps. 
Notice that �|^�  implies ., a: [], _F → V   also note that �|��  ensures that  ] ≤.]a] + ℂ] and  ._a_ + ℂ_ ≤ _. Since the cone  V in  * is normal, [], _Fis a norm 
bounded set in  *. Now it is shown, as in the proof of theorem (4.1) in the paper [5], that . and  ℂ are Lipschitz with a Lipschitz constant ‖‖�‖‖  and ‖‖�‖‖ respectively. Similarly a is completely continuous operator on  [], _F. Again the hypothesis �|2�  implies that  ., aand ℂ are non-decreasing on [], _F.  
Step I: To show that the operators ., aand ℂ are non-decreasing on [], _F. let  �, 3 ∈[], _F  be such that  � ≤ 3.   
        .���� = ( ��, ����, ������	� ≤ ( ��, 3���, 3�����	� ≤ .3���, ∀� ∈ ℝ� 

        a���� = C
���� � ��
,�,����	

�
������ ��

� ≤ C

���� � ��
,�,3���	
�
������ �� ≤ a3���,


� � ∈ ℝ�               

And  ℂ���� = ���, ����	 ≤ ���, ����	 ≤ ℂ3���, � ∈ ℝ� 
Implies that ., a and ℂ are non-decreasing operators on [], _F. 
Step II: Again definition (4.1) and hypothesis  �|��  implies that  

                ]��� ≤ ���, ]���	 + ��
,]�
�,]���
�	�
���� � ��
,�,]���	

�
������



� �� 
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                         ≤ ���, _���	 + ��
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���� � ��
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� �� ≤ _���, ∀� ∈ ℝ�  

and � ∈ [], _F                         
As a result ]��� ≤ .����a���� + ℂ���� ≤ _���, ∀� ∈ ℝ�  and  � ∈ [], _F 
Hence  .�a� + ℂ� ∈ [], _F, ∀� ∈ [], _F 
Step III : Again d = ‖a�[], _F�‖ = �;<=‖a�‖: � ∈ [], _F? 
                              ≤ �;< ��;<
∈ℝe � C

K��� �� − ����C{���, �, ����	{

� : � ∈ [], _F� 

                             ≤ �;< C
K��� ��
����

� ��

 ‖S‖ℒ� ≤ C

K���C� ~�‖S‖ℒ� 

Since  /d + c < ‖/‖ C
K���C� ~�‖S‖ℒ� + ‖c‖ < 1 

 We apply Theorem 2.4 to the operator equation  .�a� + ℂ� = �  to yield that 
the FQIE (1.1) has minimum and maximum positive solution on ℝ�. This completes the 
proof. 

5. Conclusion 
In this paper, we have studied the existence the extremal solution for fractional quadratic 
integral equation. The result has been obtained by using hybrid fixed point theorem for 
three operators in Banach space due to Dhage.  
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