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Abstract. In this paper, the fuzzy transportation problems using interval valued triangular 
fuzzy number are discussed. The initial basic feasible solution of the same fuzzy 
transportation problem is obtained by different methods, such as North West corner, 
North East corner, Least Cost method and Best Candidate Method. Finally comparisons 
have been made with the Best Candidate Method and other given methods. Numerical 
illustrations are included to justify the above said notion. 
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1. Introduction 
The transportation problem (TP) is a special class of linear programming problems. In 
this problem a product is to be transported from m sources to n designations and their 
capacities are a1.a2......am and b1, b2.....bn respectively. In addition there is a penalty cij 
associated with transporting unit of product from source i to designations j. This penalty 
may be cost or delivery time or safety of delivery etc. A variable xij represents the 
unknown quantity to be shipped from source i to destination j.  The transportation 
problem, in which the transportation costs, supply and demand quantities are represented 
in terms of fuzzy numbers, is called a fuzzy transportation problem. The objective of the 
fuzzy transportation problem is to determine the transportation schedule that minimizes 
the total fuzzy transportation cost while satisfying the availability and requirement limits. 

Zadeh advanced the fuzzy theory in 1965.The theory proposes a mathematical 
technique for dealing with imprecise concepts and problems that have many possible 
solution. The concept of fuzzy mathematical programming on a general level was first 
proposed by Tanaka et al in the frame work of fuzzy decision of Bellman and Zadeh[4]. 
Chanas, Kolodziejczk and Machaj [6] have given concept of fuzzy approach to the 
transportation problem. Transportation problem in fuzzy environment given some ideas 
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by Saad and.Abbas [5]. Nagoorgani and Abdul Razak [1] obtained a fuzzy solution for a 
Two Stage with trapezoidal fuzzy numbers. Dinagar and Keerthivasan [3] obtained a 
fuzzy solution with Best Candidate Method using interval valued triangular fuzzy 
number. 

In this work , the fuzzy transportation problems using  interval valued triangular 
fuzzy numbers have been discussed the initial basic feasible solution of the same 
transportation problem is obtained  by different methods such as North West Corner rule , 
North East Corner rule , Least cost Method and Best Candidate Method. 

The rest of this paper is structured as follows. In the next section , We introduce 
some basic concepts related to interval valued triangular fuzzy number  and some 
operational laws of  interval valued triangular fuzzy number  and study their desirable 
properties such as addition, subtraction, and multiplication. Methodology is in section 3. 
Some algorithms of transportation problem is in the  section. The numerical examples are 
presented in section 4. The numerical  results are compared with best candidate method 
in section 5 . Some conclusions are presented in the final section. 
 
2. Preliminaries 
In this section the basic concepts of fuzzy sets, fuzzy number, interval valued triangular 
fuzzy number and its properties, arithmetic operations of  interval valued triangular fuzzy 
number, ranking function of fuzzy number etc. are recalled. 

. 
Definition 2.1. A fuzzy set Ã, defined on the universal set X is a set of ordered pairs: 
Ã={( x , µÃ (x)):x ∈ X}. 
 
Definition 2.2. A fuzzy set Ã, defined on the universal set of real numbers R,  is said to 
be a fuzzy number if its membership function has the following characteristics: 

1. µÃ: R→[0,1] is continuous 
2. µÃ (x)=0 for all x∈ �−∞, �� ∪ 	
,∞�. 
3. µÃ (x) is strictly increasing on [a,b] and strictly decreasing on [b,c]. 
4. µÃ (x)=1 for all x=b, where a<b<c. 

Definition 2.3. An interval – valued fuzzy set Ã defined on R is called the level λ- 
Triangular fuzzy number if its membership function is  

 
                   λ 

��

���
 , a ≤ x ≤ b 

µÃ (x)=      λ 
��

���
 ,  b≤ x ≤ c 

                    0, otherwise 
 
when a < b< c, 0 < λ ≤1, then Ã is called the level λ fuzzy number and denoted by Ã = 
(a,b,c; λ). When λ=1 it is known  as  triangular  fuzzy number and denoted  by Ã = 
(a,b,c). 
 
Definition 2.4. An interval – valued fuzzy set Ã on R is given by Ã =   { (x, [µÃL(x), 
µÃU(x)])}, for all x∈R,0 ≤ µÃ

L (x) ≤  µÃ
U (x) ≤ 1 And µÃ

L (x) , µÃ
U (x) ∈[0,1] And 

denoted by µÃ (x)= [ µÃ
L (x), µÃ

U (x)] , x∈R    OR    Ã = [ÃL, ÃU]. 
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Definition 2.5. Let ÃL =( a,b,c;λ ) and   ÃU  =( d,e,f;ρ )     Where 0 < λ ≤ ρ ≤ 1 and d <  a , 
c < f. Then the interval – valued fuzzy set is expressed asÃ = [ (a,b,c;λ), (d,e,f;ρ)]. The 
family of all level    (λ , ρ) interval-valued fuzzy numbers is denoted by  FIV (λ , ρ) = 
{[(a,b,c;λ), ( d,e,f;ρ)]| d<a, c<f},   Where 0 < λ ≤ ρ ≤ 1, a,b,c,d,e,f	� R 
 
Definition 2.6. The interval-valued fuzzy set Ã indicates that, when the membership 
grade of  X  belongs to the interval  [µ ÃL(x), µ ÃU(x)],  the largest grade is µ ÃU

(x)  and   the 
smallest grade is µ ÃL

(x) 
                              λ

���

���
 ,  a ≤ x ≤ b 

Let µ Ã
L(x)=            λ

���

���
 ,  b ≤ x ≤ c                                                                                   (1) 

    0,  otherwise 
 
Then, ÃL=(a,b,c;λ ), a<b<c. 
 
                               ρ

���

���
 ,  p ≤ x ≤ q 

Let µ Ã
U(x)=            ρ

���

���
 ,  q ≤ x ≤ r                                                                                   (2) 

         0,  otherwise 
 
Then, ÃU=( p,q,r;ρ ) , p < q <r.Consider the case in which 0 < λ <ρ ≤ 1 and p<a, c<r   
from (1) and (2) , we obtain Ã = [ÃL ,ÃU] = [ ( a,b,c; λ) , ( p,q,r; ρ )], which is called the 
level (λ , ρ) interval valued fuzzy number.                                                        
 
Definition 2.7. Let Ã = [ÃL ,ÃU] = [ ( a1,b1,c1; wÃ) , ( a2, b2, c2; WÃ )],                                                                 
B͂ = [B͂L ,B͂U] = [ ( p1,q1,r1; wB͂) , ( p2, q2, r2; WB͂ )]∈ FIV (λ , ρ). 
Through operations level λ fuzzy numbers and level ρ fuzzy numbers we can get the 
following: 
 
(i) Addition:  
Ã (+) B͂ = [(a1+p1,b1+q1,c1+r1;min { wA͂, wB͂}), (a2+p2,b2+q2,c2+r2;min {WA͂,WB͂})]                          
 
(ii)  Subtraction:   
Ã (-) B͂ = [(a1-r1,b1-q1,c1-p1;min {wA͂,wB͂}), (a2-r2,b2-q2,c2-p2;min { WA͂, WB͂})]. 
 
(iii)  Multiplication: 
Ã (x) B͂ = [(a1.R(B͂),b1.R(B͂),c1.R(B͂);min { wA͂, wB͂}),(a2.R(B͂),b2.R(B͂),c2.R(B͂);min { 
WA͂,WB͂})]   if R(B͂ )≥0. 
Ã (x) B͂ = [(a3.R(B͂),a2.R(B͂),a1.R(B͂);min { wA͂, wB͂}),(a3.R(B͂),a2.R(B͂),a1.R(B͂);min { 
WA͂,WB͂})]  if R(B͂ )<0. 
where,  R(B͂ ) = ( bL

l+ bL
2+ bL

3 +bU
l+ bU

2 + bU
3  ) / 6. 

 
3. Methodology 
The solution of  a fuzzy transportation problem involves two hierarchy Finding an initial 
basic feasible solution and then finding the optimal solution from the initial basic feasible 
solution. In this paper, the same approach has been used to solve a fuzzy transportation 
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problem. The fuzzy transportation problem was selected from the literature and their 
initial basic feasible solution were obtained  using different methods. Then vogel’s 
approximation method was used to find out the optimal solution of the test problems, and 
there results were compared with the true optimal solution .The brief summaries of five  
methods, namely north west corner rule, north east corner rule, least cost method, vogel’s 
approximation  method and best candidate method are given in this paper. 
 
3.1. Solution  of a fuzzy transportation problem 
Finding an initial basic feasible  solution. 
Solution Algorithm 

STEP 1: Construct the Problem  
STEP 2: Determine the points 	�	a1, b1, c1;	wÃ�	, �	a2, b2, c2;	wÃ	�� and [ ( p1,q1,r1; 

wB͂) , ( p2, q2, r2; WB͂ )] for the fuzzy number in the formation problem (Two 
stages FCMTP). 

STEP 3: Formulate the problem (Two stage FCMTP) in the parametric form. 
STEP4: Apply  Prescribed method to get the basic feasible solution 
STEP5: Declare min(c1+c2) as the optimal value of  the objective function of the 
problem. 
 

4. Example 
For a fuzzy transportation  problem is given below , find the fuzzy quantity of the product 
transported from each source to various destinations so that  the fuzzy transportation cost 
is minimum. 

Table 4.1: 
 D1 D2 D3 D4 SUPPLY 

S1 7 5 6 4 [(6,10,14,;0.5),(2,8,20;
0.9)] 

S2 3 5 4 2 [(10,14,24;0.7),(2,12,3
0;0.9)] 

S3 4 6 4 5 [(18,22,26;0.3),(6,20,2
8;0.6)] 

S4 8 7 6 5 [(8,12,16,;0.7),(4,10,3
4;0.9)] 

DEMAN
D 

[(4,8,12;0.3,)
,(0,2,22;0.8)] 

[(8,12,16;0.6), 
(6,10,20;1.0)] 

[(12,16,22;0.4),(6,
20,32;0.6)] 

[(18,22,34;0.8),(2,
18,38;1.0)] 

[(42,58,84;0.3),(14,50,
112;0.6)] 

 
Solution : 
Since ∑ �#

$
#%&   =  ∑ '(

)
(%&  , the problem is a balanced fuzzy transportation problem. 

 
4.1.  North west corner rule 

Stage I 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)]  
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Table 4.1.1: 
 D1 D2 D3 D4 SUPPLY 

S1 7 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

5 
[(-3,1,5,;0.5),(-
10,3,10;0.9)] 

6 4 [(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
[(-1,5,11;0.5,),(-

7,2,20;0.9)] 

4 
[(-6,2,15;0.5,),(-

19,4,22;0.9)] 

2 [(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 6 4 
[(-9,6,17;0.4,),(-

19,6,35;0.6)] 

5 
[(-8,5,22;0.4,),(-

32,4,33;0.6)] 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 6 5 
[(4,6,8;0.7),(2,5,17

,;0.9)] 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

From table 4.1.1 we get [(-86,145,400;0.3),(-327,117,705;0.6)]  
Stage II 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.1.2. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

5 
[(-3,1,5,;0.5),(-
10,3,10;0.9)] 

6 4 [(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
[(-1,5,11;0.5,),(-

7,2,20;0.9)] 

4 
[(-6,2,15;0.5,),(-

19,4,22;0.9)] 

2 [(5,7,14;0.7),(1,6,15;0.
6)] 

S3 4 6 4 
[(-9,6,17;0.4,),(-

19,6,35;0.6)] 

5 
[(-8,5,22;0.4,),(-

32,4,33;0.6)] 

[(9,11,13;0.3),(3,10,14
;0.5)] 

S4 8 7 6 5 
[(4,6,8;0.7),(2,5,17

,;0.9)] 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.4,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.4),(7,25,5
6;0.6)] 

From table 4.1.2 we get [(-86,145,400;0.3),(-327,117,705;0.6)]  
Therefore the optimal value of the objective function of the problem is given by 
minimum ={Stage I+ Stage II} = [(-172,290,800;0.3),(-654,234,1410;0.6)] =318. 

 
4.2. North  east corner rule 
Stage I 

We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
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Table 4.2.1. 

 D1 D2 D3 D4 SUPPLY 

S1 7 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

5 
[(-16,1,18;0.5),(-

39,3,39;0.9)] 

6 4 [(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
[(-10,5,20;0.5,),(-

29,2,42;0.9)] 

4 
[(-6,2,15;0.5,),(-

27,4,30;0.9)] 

2 [(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 6 4 
[(-4,6,12;0.4,),(-

14,6,30;0.6)] 

5 
[(1,5,13;0.4,),(-
16,4,17;0.6)] 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 6 5 
[(4,6,8;0.7),(2,5,17

,;0.9)] 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.4),(7,25,5
6;0.6)] 

From table 4.2.1 we get [(-131,145,445;0.3),(-574,117,892;0.6)]  
Stage II 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.2.2. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

5 
[(-16,1,18;0.5),(-

39,3,39;0.9)] 

6 4 [(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
[(-10,5,20;0.5,),(-

29,2,42;0.9)] 

4 
[(-6,2,15;0.5,),(-

27,4,30;0.9)] 

2 [(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 6 4 
[(-4,6,12;0.4,),(-

14,6,30;0.6)] 

5 
[(1,5,13;0.4,),(-
16,4,17;0.6)] 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 6 5 
[(4,6,8;0.7),(2,5,17

,;0.9)] 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

From table 4.2.2 we get [(-131,145,445;0.3),(-574,117,892;0.6)]  
Therefore the optimal value of the objective function of the problem is given by 
minimum  ={Stage I+ Stage II} = [(-262,290,890;0.3),(-1148,234,1784;0.6)] =298 
 
4.3. Least cost method 

Stage I 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
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'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.3.1. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
[(-9,1,12;0.3,),(-

17,1,24;0.6)] 
 

6 4 
[(-5,4,12;0.3,),(-

14,3,18;0.6)] 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
 

2 
[(5,7,14;0.7),(1,6,1

5;0.9)] 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

6 4 
[(3,7,11;0.3,),(-

8,9,14;0.6)] 
 

5 
 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-8,5,17;0.3,),(-

21,4,27;0.6)] 

6 
[(-5,1,8;0.3,),(-
11,1,24;0.6)] 

5 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

From table 4.3.1 we get [(-121,12,371;0.3),(-384,103,655;0.6)]  
 

Stage II 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.3.2. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
[(-9,1,12;0.3,),(-

17,1,24;0.6)] 
 

6 4 
[(-5,4,12;0.3,),(-

14,3,18;0.6)] 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
 

2 
[(5,7,14;0.7),(1,6,1

5;0.9)] 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

6 4 
[(3,7,11;0.3,),(-

8,9,14;0.6)] 
 

5 
 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-8,5,17;0.3,),(-

21,4,27;0.6)] 

6 
[(-5,1,8;0.3,),(-
11,1,24;0.6)] 

5 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

 
From table 4.3.2 we get [(-121,12,371;0.3),(-384,103,655;0.6)] . 
Therefore the optimal value of the objective function of the problem is given by 
minimum  ={Stage I+ Stage II} = [(-242,240,742;0.3),(-762,206,1310;0.6)] =249. 
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4.4. Vogel’s approximation  method 
Stage I 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.4.1. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
 

6 4 
[(3,5,7,;0.5),(1,4,1

0;0.9)] 
 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
[(5,7,14;0.7),(1,6,1

5;0.9)] 
 

2 
 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 
 

6 4 
[(-8,1,6;0.4),(-
12,4,15;0.6)] 

5 
[(-3,6,19;0.3),(-
23,5,26;0.6)] 

 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-13,6,25;0.3),(-

38,5,45;0.6)] 

6 
 

5 
[(-17,0,17;0.3),(-

35,0,41;0.6)] 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

From table 4.4.1 we get [(-183,140,487;0.3),(-596,120,854;0.6)]  
Stage II 

We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 

 
Table 4.4.2. 

 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
 

6 4 
[(3,5,7,;0.5),(1,4,1

0;0.9)] 
 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
[(5,7,14;0.7),(1,6,1

5;0.9)] 
 

2 
 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 
 

6 4 
[(-8,1,6;0.4),(-
12,4,15;0.6)] 

5 
[(-3,6,19;0.3),(-
23,5,26;0.6)] 

 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-13,6,25;0.3),(-

38,5,45;0.6)] 

6 
 

5 
[(-17,0,17;0.3),(-

35,0,41;0.6)] 
 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 
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From table 4.4.2 we get [(-183,140,487;0.3),(-596,120,854;0.6)]  
Therefore the optimal value of the objective function of the problem is given by 
minimum = {Stage I+ Stage II} = [(-366,280,974;0.3),(-1192,240,1708;0.6)] =274. 
 
4.5. U-V distribution method  
Stage I 

We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.5.1. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
[(3,5,7,;0.5),(1,4,1

0;0.9)] 
 

6 4 
 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
 

2 
[(5,7,14;0.7),(1,6,1

5;0.9)] 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 
 

6 4 
[(3,7,11;0.3),(-

8,9,14;0.6)] 

5 
 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-3,1,5,;0.5),(-

7,1,9;0.9)] 
 

6 
[(-5,1,8;0.3),(-
11,1,24;0.6)] 

5 
[(-5,4,12;0.3),(-
14,3,18;0.6)] 

 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

From table 4.5.1 we get [(-31,116,274;0.3),(-210,100,477;0.6)]  
 
Stage II 

We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 

 
Table 4.5.2. 

 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
[(3,5,7,;0.5),(1,4,1

0;0.9)] 
 

6 4 
 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
 

2 
[(5,7,14;0.7),(1,6,1

5;0.9)] 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 

6 4 
[(3,7,11;0.3),(-

8,9,14;0.6)] 

5 
 

[(9,11,13;0.3),(3,10,14
;0.6)] 
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S4 8 7 
[(-3,1,5,;0.5),(-

7,1,9;0.9)] 
 

6 
[(-5,1,8;0.3),(-
11,1,24;0.6)] 

5 
[(-5,4,12;0.3),(-
14,3,18;0.6)] 

 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

 
From table 4.5.2 we get [(-31,116,274;0.3),(-210,100,477;0.6)]. 
Therefore the optimal value of the objective function of the problem is given by 
minimum  ={Stage I+ Stage II} = [(-62,232,548;0.3),(-420,200,954;0.6)] =242. 
 
4.6. Best candidate method  

Stage I 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
 

Table 4.6.1. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
[(3,5,7,;0.5),(1,4,1

0;0.9)] 
 

6 4 
 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
 

2 
[(5,7,14;0.7),(1,6,1

5;0.9)] 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 
 

6 4 
[(3,7,11;0.3),(-

8,9,14;0.6)] 

5 
 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-16,1,18;0.3),(-

40,1,42;0.6)] 
 

6 
[(-5,1,8;0.3),(-
11,1,24;0.6)] 

5 
[(-5,4,12;0.7),(-
14,3,18;0.9)] 

 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

From table 4.6.1 we get [(-122,116,365;0.3),(-441,100,708;0.6)]. 
 

Stage II 
We take �& = [(3,5,7,;0.5),(1,4,10;0.9)], �* = [(5,7,14;0.7),(1,6,15;0.9)]  
�+= [(9,11,13;0.3),(3,10,14;0.5)],   �, = [(4,6,8;0.7),(2,5,17,;0.9)] ,  
'& = [(2,4,6;0.3,),(0,1,11;0.8)]  , '* = [(4,6,8;0.6), (3,5,10;1.0)], 
'+ = [(6,8,11;0.4),(3,10,16;0.6)],   ', = [(9,11,17;0.8),(1,9,19;1.0)] . 
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Table 4.6.2. 
 D1 D2 D3 D4 SUPPLY 

S1 7 
 

5 
[(3,5,7,;0.5),(1,4,1

0;0.9)] 
 

6 4 
 

[(3,5,7,;0.5),(1,4,10;0.
9)] 

S2 3 5 
 

4 
 

2 
[(5,7,14;0.7),(1,6,1

5;0.9)] 

[(5,7,14;0.7),(1,6,15;0.
9)] 

S3 4 
[(2,4,6;0.3,),(0,

1,11;0.8)] 
 

6 4 
[(3,7,11;0.3),(-

8,9,14;0.6)] 

5 
 

[(9,11,13;0.3),(3,10,14
;0.6)] 

S4 8 7 
[(-16,1,18;0.3),(-

40,1,42;0.6)] 
 

6 
[(-5,1,8;0.3),(-
11,1,24;0.6)] 

5 
[(-5,4,12;0.7),(-
14,3,18;0.9)] 

 

[(4,6,8;0.7),(2,5,17,;0.
9)] 

DEM
AND 

[(2,4,6;0.3,),(0,
1,11;0.8)] 

[(4,6,8;0.6), 
(3,5,10;1.0)] 

[(6,8,11;0.4),(3,10,
16;0.6)] 

[(9,11,17;0.8),(1,9,
19;1.0)] 

[(21,29,42;0.3),(7,25,5
6;0.6)] 

 
From table 4.6.2 we get [(-122,116,365;0.3),(-441,100,708;0.6)]  
Therefore the optimal value of the objective function of the problem is given by 
minimum={Stage I+ Stage II} = [(-244,232,730;0.3),(-882,200,1416;0.6)] =242. 
 
5. Result and discussion 
For the given example here, initial basic feasible solution obtained by 
 
North- West Corner Rule gives   Ɍ [(-172,290,800;0.3),(-654,234,1410;0.6)] =318. 
North -East Corner Rule gives     Ɍ  [(-262,290,890;0.3),(-1148,234,1784;0.6)] =298. 
Least Cost method gives         Ɍ [(-242,240,742;0.3),(-762,206,1310;0.6)] =249. 
Vogel’s Approximation Method gives Ɍ [(-366,280,974;0.3),(-1192,240,1708;0.6)] =274. 
U-V Distribution Method gives   Ɍ  [(-62,232,548;0.3),(-420,200,954;0.6)] =242. 
Best Candidate Method  gives Ɍ  [(-244,232,730;0.3),(-882,200,1416;0.6)] =242. 
 
6. Conclusion 
For most of the fuzzy transportation problems, the initial basic feasible solution obtained 
by Best Candidate Method is an optimal solution .For some fuzzy Transportation 
problems, the initial basic feasible solution  obtained by Vogel’s Approximation Method 
is optimal ,but it is not optimal for some other problems. On the other hand  North West 
Corner Rule, North East Corner Rule, Least Cost method usually gives the optimal. 
Therefore, Best Candidate Method is preferred comparison to the other methods for 
finding the initial basic feasible solution of the Fuzzy Transportation Problem. 
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