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Abstract In this article we determine théDC- spectrum of some class of graphs. We
mainly discuss th&/DC - spectrum of join of two graphs, Cartesian praddouble
graph, lexicographic product, double odd graph extgénded double cover graph. We
observe that under certain conditions some graphihe above classification ax¥bDC-
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extended double cover graph®fareVDC-equienergetic graphs.
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1. Introduction
Let G be a simple undirected graph onvertices. The adjacency matrixof G
denoted byA(G) = (aij )oxn 1S @nn x n symmetric matrix indexed by the vertices

{vy, Vv, ....v,} of Gwhereajj = 1ifvj andyj are adjacent iG and is O otherwise.

A graph is regular if every vertex has the sameakegThe characteristic polynomial of
G is defined aff;(X) = det(xl, — A) wherel  is the identity matrix of ordem. The

roots of the characteristic equationfofare called the eigenvalues®f It is denoted by
2,(G) 2 4,(G) = - - > 1,(G) and are called A spectrunof G.

The distance matrio(G) = (dij ) Wheredij = d(v,, v, ) is the distance (the
length of the shortest path) between the verticemdy; . If the diameter o6 is atmost

two, any pair of non adjacent vertices is at aalisé less than or equal to twé&raham

andPollak [5] introduced the distance matrices in 1971. TlarixD(G) is non negative,
irreducible and symmetric, the eigenvaluesDdfs) are real. Let G be a graph with
diameter atmost 2, thdG) = A(G) + 2 A(G)= 2(J —1)-A(G) [6] whereA is the

adjacency matrix of the complement graphlf 7, > 7, >---> 7, are the distinct
eigenvalues oD(G) with corresponding algebraic multiplicitp, , m_, . .. My and

m, +m, +...+ m, =n then theD - spectrum can be written as

(M1 Mi2 Nig
Spe@(G)_(mm Mmiz mig)'

69



Renny P Varghese and Susha D.

Now consider a special class of graphs called otengraphs, which representing the
chemical structure of a compound. Molecular graptesgraphs in which the chemical
structure under consideration are molecules. Alsse molecular graphs are undirected
graphs. In molecular graphs, vertices corresponatdms and edge represents covalent
bond between atoms and usually the hydrogen atoensegylected. These matrices have
been used to determine a number of topologicatewlike Balaban index, Winer index,
distance sum index etc. There are some modelfiomblecular design of a chemical
compound. Quantitative structure property relatigms (QSPR) and quantitative
structure activity relationship (QSAR) are two sutiodels. Renny and Sushain [12]
determined th&DC - spectrum of the molecular matrices derived frbendraph distance
namelyvertex distance complement matrix (VD@) this paper we find th&DC -
spectrum of some class of graphs namely join of gwaphs, cartesian product, double
graph, lexicographic product, double odd graphetdnded double cover graph.

The organization of the paper is as follows. lotisa 2 we mention some basic
results on spectral graph theory which are usefyirove the results in the succeeding
sections. In section 3 we determine ¥iBC - spectrum of some class of graphs. We
also discuss about some family of graphs which\€ - integral. Then in section 4
we discuss the application &fDC - spectrum such agDC - energy of GxK, ,

GIK,], D,G) and the extended double cover graph. We condbaeGxK, and
extended double cover graph@fareVDC - equienergetic graphs.

2. Preliminaries
Definition 2.1. [8] The vertex distance complement mawiRC = VDC(G)of a graphc
with ‘n’ vertices is amxn symmetric matri/DC = [¢; | , where
i = {0, ifi=j
d; is the distance between the vertigeandy; .

The eigenvalues o¥DC(G) are denoted by, > 6, > ---> 6n and are
called theVDC - eigenvalue of5. The set of alvDC - eigenvalues o is called the
VDC - spectrum of5. Two non isomorphic graphs are said toAEC - cospectralf they
have the sam&DC - spectrum. A graph i¥DC - integral if the VDC - spectrum
consists only of integers.

Definition 2.2. [3] Let G be a simple connected graph. G is calisthnce regular if it is
regular, and if for any two vertices v € V (G) at a distanci there are constant number
of neighborgj andbj of v at a distance— 1 andi + 1 fromu respectively.

Theorem 2.1.[12] LetG be ar - regular graph withn vertices anddiam(G)= 2. Let
{r.4,,....A4,} betheadjacenmigenvaluesf G, thenvDC - eigenvaluesf G are

(n-1)(n-2)+randlj—n+ 2for i=2,3,...Nn

Lemma 2.2.[4] Let G be a connected- regular graph om’ vertices with its adjacency
matrix A havingn distinct eigenvalues = 1, 45, ...,4n. Then there exists a polynomial

— XA (X —A3)..(X—An) — ; A
P(X) =n 7)) ) such that P (A) = J where J is the square mafrocdern
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whose all entries are one, so thgt>=nand P f) =0 for all 4; # .
Lemma 2.3.[4] Let G be a connected - regular graph with adjacency matrix A and
spectrum {r = i, 4z, ..., Zn }. Then the adjacency matrix and spectrum 6t the

complement of the grapB, are A=J—I1-Aand f-r-1,-¢+1), .. -¢ +1)}
respectively. Here J denote matrix with all entrégegial to one and | denote the unit

matrix.
_ M1 M,
Lemma 2.4[4] Let A = [Mz M,

eigenvalues of A are that of M M, together with M — M..

] be a 2x2 block symmetric matrix. Then the

Theorem 2.5.[6] Let D be the distance matrix of a connectegutar graph G onrf
vertices with its distinct eigenvaluds= 7, 7, ...,#n. Then there exists a polynomial

— A& —M2)(X—N3)..(X—Nn) — ; ;
P(x) = n(k_nz)(k_%)m(k_nn) such that P(D) = J where J is the square matrdxaern

whose all entries are one aka the unique sum of each rows of D.

Product of graphs defined idghandGutmanin [14] are agollows:
(1) The Cartesian produé,x G, :
V(GxG,) =V(G) xV(G,);
the verticess = (u, u,) andv = (v, v,) of G,xG, are adjacent if and only
if either [u, = v, (u,, v,) € EG,)] or[u,=v,, (4, v;) € E(G))].
(2) Thecomposition (lexicographiproduct)G,[G,] :
V(G,[G,]) =V(G) xV (G, ;
the verticesw= (u,, u,) andv= (v, Vv,) of G,[G,] are adjacent if and only if either
[u =v, (w, v,) € EG)] or[(u, v,) € E(G,)].
(3) The Kronecker (tensor) proddel® G, :
V(G,®G,) =V (G) x V(G,);
the verticess = (u,, u,) andv = (v,, v,) of G,®G, are adjacentif and only if(u,, v,)
€ E(G))] and [(,, v,) € E(G,)].
(4) The joinG,VG, :
V(G,VG,) =V (G) UV(G,) ;
E(G,VG,) =E(G) VEG,) u{(u,u,)|u eV (G), u, € V(G,)}

3. VDC- spectra of some graphs
In this section we find th&DC -spectrum of join of two graphs, cartesian produfct
an arbitrary graph withk,, double graph, lexicographic product of a grapthw, ,

double odd graph and extended double cover graph.

3.1. Join of two graphs G, VG,

Theorem 3.1. Fori = 1, 2 letGj be arj regular graph om, vertices with adjacency
spectrum,(G;) > A,(Gi) > ...> A, (Gj) and diameter 2 then théDC - spectrum
of G,VG, consists of4,(G,) - n+ 2fori = 2,3...,n,

71



Renny P Varghese and Susha D.

/lj (G,) —n+ 2for j = 2,3,...,n and two roots of the equation;

X2 (=22 +r, )X+ (0 -2)n - 1)+ r)((n - 2)n, - 1)+,

-nn,(n- 1)2 = 0.wheren=n; +n,.

Proof. From the definition of join of two graphs, the diste matrix of the joit, VG, is
Dl ]n1><n2

]nzxnl DZ]'

whereD, andD, are the distance matrices@f andG, respectively and is the
matrix of all entries equal to 1.

TheVDC - matrix ofG,VG,,

n(] - I)n1 n]n1><n2] ) [Dl ]nlxnz]

n]nzxn1 n(J — I)nz ]nzxnl D,
wheren = n; + n..

D(G,VG,) =

Sincediam(G) = 2, the distance matri® = A(G) + 2 A(G)= 20 —1)— A(G)
(= 2)J = D, +A(Gy) =1 Jny,
(= Dy, (n—=2)J = Dn, + A(G7) ] '

SinceG, isr, -regular, it has an eigenvectly , a vector with all entries equal to 1,
corresponding to the eigenvalye All other eigenvectors are orthogonallig,. Let
A(G,) be an eigenvalue of the adjacency mai(,) of G, with eigenvectoiX such

that1’ X = 0. Then(X,O)T is an eigenvector corresponding to the eigenvalue
- (n - 2)+ A(G,). This is because

(n=2)(J = Dn, +A(Gy) =D Jnien, | 1x
(= Dy, (n—=2)(J - I)nz + A(Gy) ] [ ]
F (n—2)+ A(Gl))X]
0

£A(G) —n +2) [’5]

Similarly (O, Y)T is also an eigenvector correspondingi{@2). In an equivalent
manner we can prove-(n - 2) + A(G,) is an eigenvalue ofA(G,) and the

corresponding eigenvectors are‘(()T.

In this way we obtain eigenvectors of the fofix, 0)T and (Q Y)T all
orthogonal to L., 0)T and (OL.)" - Thus we obtaim, — 1+n, - 1=n, +n, — 2
eigenvalues oB.

The remaining two vectors & are of the formd1, p1) for (o, 8) # O.

Let x be the eigenvalue of B with eigenvector

Then from B = xr we get

(n-2)n, - Da +ra +(n-1)np =xa ()
nn - a+(n=2)n, -1 +r,8 =xp )

By solving equations (1) and (2) we get the renmajitwo eigenvalues.
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3.2. Cartesian productG x K,

Theorem 3.2.Let G be a distance regular graph with distan@ztspm

{ "1, ... m,} and distance regularity k. Then tMBC - spectrum oG x K, is
2 _3n— — , — -

VDCSpec(G: K,) = ( 4nc —-3n—-2k —-2(n+ n) n 2n ),

_ 1 1 1 n-1
fori=2,3,...,n.
Proof. From the definition of Cartesian product, we hdigtance matrix ofGxK, js
_ D D+]

D(G x K,) _[D+] A ]

VDC matrix of GxK, is

[2n(J -1 2nJ D D+]
VDAGXK) =] 2ny 2n(/—1)]'[D+] D ]

2nJ—-0)—-D 2n—-1)J-D
"(2n—-1)J]-D 2n(J—-1)-D ]

By Lemma 2.4 the eigenvalues@kK, are thoseof ®@J —1)-D +(2n-1)J - D

and2n(J -1)-D - (2n - 1)J +D.

i.e. the eigenvalues ofif4- 1)J — 2nl — 2D andJ - 2nl.

Using Theorem 2.5ve gettherequiredspectrum.

Corollary 3.3. If Gis ar - regular graph with diameter 2 and adjacency tspec
{r=2,,4,,....4,} . Then theVDC - spectrum oGxK2 is
VDCSpec(G x KB)
:< 4n?> —7n—2r + 4 2(4;+2-n) -—-n —2n )
1 1 1 n—1/"
fori=2,3,..,n

3.3. Double GraphD,(G)
Definition 3.1. [7] Let G be a graph with vertex set G = {v,,V,, ...,v, }. Take

another copy o6 with the vertices denoted yu,, u,, ... ,u,} whereuj corresponds to
v, for eachi. Makeu, adjacent to all the vertices in(M, ), the neighborhood of , in G
for eachi. The resulting graph is called the double grapB ahd is denoted bip,(G).

Theorem 3.4.Let G be a distance regular graph with distan@etspm
{ "1, ...m,} and distance regularity Then the/DC - spectrum oD,(G) is
2
VDCSpec((G)) = (4" —2n— 21— 2k —2(n+ 11+ n)  —2mn- 1)) ,
n
fori=2,3, ..., n.

Proof: From the Definition 3.1, the distance matriXxx{G) is

D(DG) =| D 2 21 7 +D21]'
VDC matrix of D,(G) is
[2n(J-D-D 2n] — D —2I
VDC(DA(G)) = 2nJ —D —2I 2n(J -0 —-DJ
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By Lemma 2.4 the eigenvaluesi®f(G) are those ofi2(J —1)-D +2nJ -D -2l
together witien (3—1)-D—-2nJ+D+2I.

ie the eigenvalues afnJ—2(n+1)I — 2D and—-2(n- 1)I.

Hence the theorem follows using Theorem 2.5.

Corollary 3.5. If G is anr - regular graph with diameter 2 and adjacencyctspm
{r=2,,4,,....4,} . Then theVDC - spectrum oD,(G) is

2 —_ :— — —
VDCSpec(B(G)) = (4" 6n + 21" +2 -2k nt 2) 2(n 1)) |
n
fori=2,3,...,n.

3.4. Lexicographic product of G with K,
Theorem 3.6.Let G be a distance regular graph with distance specfuymz,, ...,
1.+ and distance regularity Then thevDC - spectrum of the lexicographic product of
G with Ky, GIK,], is

2

) 1 1 n
fori=2,3,...,n.

Proof. From the definition of lexicographic product, wevadhe distance matrix @G[K]
is

D(G[KZ])z[DJl:I D;’]
VDC matrix of G[K] is
[2nJ-0)-D 2nJ —D —1
VDC(GIKD _[Zn]—D—I Zn(]—I)—D]

By Lemma2.4the eigenvaluesf G[K2] arethoseof 4nJ — (2n+ 1)l — 2D and
—(2n—- 1)I. Remaining proof follows from Theorem 2.5.

Corollary 3.7. If G is ar - regular graph with diameter 2 and adjacencyctspm
{r =A,4,,...4,}. ThentheVDC - spectrum oG[K2] is

2 _ - - -
VDCSpedB[K2]) = <4n 6nil- 2r+3 24 12n +3 (2n 1)) ’
n
fori=2,3,...,n.

3.5. Double odd graph, DO(r)
Let n andr be two fixed integers. Consider the collectionntégers S ={1, 2, 3, ..., n}

and(;}) denote the number of- subsets of S. The grapn; r; i) with fixed integers,

r andi is defined on the vertex s@f) such that two vertices, Tand T, are adjacent iff
T, NT,|=r-1i.

Fori = 1the grapl (n; r; 1) = J(n, r) is called the Johnson grapfhe Kneser
graph K (n, r) is the Johnson grapltn; r; r) and the odd graph O(rF K (2r +1,r).
A Double odd graph DO(r) is a graph whose vertiaesr - element or (r+ 1) -
element subset df1, 2, ..., 2r+ 1} . Two vertices T and T, are adjacent iff Jc T, or
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T, c T1. Also, the Double odd graph can be constructetiea&ronecker product of O(r)
with the pathP,.
For more details see [1].

Theorem 3.8.[3] The distance spectrum of Johnson grahr) is given by

s(n,7) 0 —_;(f’lr)
Speg(J(n,) = n ,
1 (r) -n n—1

where,s(n,r) =X,/ C) (n ]_ r)'

Theorem 3.9.[1] LetJ (2r + 1,r) be the Johnson graph of order ’\<%r:_ 1>' Let
r > 2, the distance spectrum of the Double odd graphr}p G( r

Speg(DO(N)) =
( (2r + 1N 0 S - @r+ DN +4s@2r+1,7) )
1 2N —2r =2 2r 1

where,s(n,r) =X,/ C) (n ]_ r)'

Theorem 3.10.Let G be an arbitrary graph with distance spect{um#,, ... ;j.} -

Then thevVDC - spectrum of the double odd graph, DO(r), is

VDCSpec(DO(N) =

(N(4N—2r—3) —2N @r-DN-4s —(@N-2) )
1 2(N—7r—1) 1 2r ’

2r +1 _wr My (T+1
where,N = c ands = s(2r+1,r) —ijoj (]) ( i )
Proof: We havelfrom Theorem 3.8 distance matrip@i(r) is
2D (2r+1)]-2D
[(Zr +1)] —2D 2DJ’
whereD is the distance matrix of the Johnson grdghr + 1, r) andJ in the above
matrix is a square matrix of order 2 1 having all entries equal to 1.
Hence thé/DC matrix of DO(r) is
_[2N(J —-1)-2D (2N —2r—1)]J + 2D
VDC(DO) = [(ZN —2r—1)J +2D 2NJ-0)-2D/[
By Lemma 2.4 the/DC-eigenvalues oDO(r) are those of & - 2r — 1)J — 2N
and (2 +1)J - 2N - 4D.
By Theorem 2.5 the eigenvalues correspondingto{£2r — 1)J - 2N | are
((4N—2r—3)N —ZN)
1 N-—1/
SinceD is the distance matrix of the Johnson graf#r + 1, r), from Theorem 3.8,

(3)
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—-s(2r+1,r)
Speg(J) = (s(Zr +1,7) 0 — ) )
1 N—-(2r+1) 2r
2r 1 T n—r
where,N = (<" F 1) ang s =s@+1n=X7.0J (;) ().
Using Theorem3.9’and Equation (4), the eigenvatoegsponding to
(2r+1)J-2N1-4Dis
2s(2r+1,r)
( (2r — DN — 4s(2r + 1,7) —2N - (2N - =0 ) 5)
1 N—-(Q@2r+1) 2r )

Combining Equations (3) and (5) we get the requiB€ — spectrum of DO(r).

3.6. Extended double cover graph
The extended double cover of a graph was firsbéhiced in 1986 byAlon [2] in
connection with the study of networks.

Definition 3.2. [2] Let G be a simple graph with vertex seGj(={ v,,V,,... v, } . The

extended double cover o6, denoted by D(G), is the bipartite graph with bipartition
(X,Y), whereX ={X;,%, ... X} andY ={y,,V,,....y,}, in whichx, andy, are
adjacent if and only if = j orv, andvj are adjacent i®.

Theorem 3.11.If Gis ar - regular graph on vertices with diameter 2 and adjacency

spectrum{r = A,,4,,...,4,}. TheVDC - spectrum of G, the extended double cover
of G is

VDCSpedG* ) =
<4n2—7n+2r+4 —(n+2r) 24 -2n+4 —2(n+ll~>
1 1 1 1)’
fori=2,3,..,n

Proof: Let A be the adjacency matrix @&. Sincediam(G)= 2, we have D(G) =
A(G) + 2 A(G). Then by the definition 0&*, the distance matrix @&* can be written
as,

w|20-D 3] —21—24A
D(G)_[3]—21—2A 20-DJ
VDC matrix of G* is
o _[@n=2)J-1D) (2n—3)] + 21 + 24
vBe(En = (2n—-3)] +21+24 (2n—-2)J - DI

By Theorem 3.5,. the eigenvalues@f are those of @ - 2)J - 1) +(2n - 3)J +
20 +2A =(@dn-5J)+(@A-2nI+2Aand (2 -2)J -1)-(2n-3)J - 21 - 2A
=J -2nl - 2A.

Using Theorem 2.5 we get the required result.

Theorem 3.12.Let G be an A - integral graph with diameter atmost tHgn the
following class of graphs aDC - integral.
(1) Cartesian product of G with,K:  GxK,,

(2) Double graph : D,(G)
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(3) Lexicographic product oG with K, : G[K,]

(4) Extended double cover graphG*

Proof: From Corollaries 3.3, 3.5, 3.7 and Theorem 3.1ik, dear that ifG is A-integral
then thevDC - spectrum of GxK,, D,(G), G[K,] and G*consistsonly of integers.

4. VDC-energy
Energy of the graph G is introduced by Gutman. R&search is going on this field and
many results obtained in this regard. For moreildetae [9 - 13].

Definition 4.1. [12] VDC - energy is the sum of the absolute values of the
eigenvalues of the vertex distance complement radltris denoted bywDC E(G) If
{6,,0,,....0,} are thevDC - spectrum of a graph G then ¥BC - energy is,

VDCE(G) =X1,16;].

Theorem 4.1.Let G be a connected r - regular graph on n \@stigith a diameter two.
ThenVDC - energy of G x K is
() The second largest eigenvalue of G is less thar® then,
VDCE(GxK) = 2(4rf — 7n + 2r + 4)
(i) The smallest adjacency eigenvalue of G is gnethan or equal to — 2 then,
VDCE(GxK,) = 2n(2n -1)
Proof: SinceGisr - regular, by Theorem 2407 - Tn - 2r+ 4, the largesYDC -
eigenvalue o6 x K, , and is positive.
() By assumptiolkj +2-n< 0, for i =23,...,n
Hence from Corollary 3.3 it is clear that%4- 7n + 2r + 4 is the only positiv&/DC -
eigenvalue oG x K,. Since the diagonal entries\@DC(G) are zero, algebraic sum of the
VDC - eigenvalues of any graph is zero. Therefore,
VDCE(GxK,) =2x (4n° - 7n+2r + 4)
=2(4n° - Tn+2r + 4).

(i) If 4j + 2 - n > 0 then from Corollary 3.3,- n and-2n are the only negative
eigenvalue oW DC(G x K,) which repeats 1 anu - 1 times respectively.
VDCE(G xK,)=2[nx 1+2n x (n - 1)]

=2n(2n - 1).

Theorem 4.2.LetG be a connected - regular graph om > 2 vertices with diameter
2. ThenVvDC - energy of the double grafip(G) is

() The second largest eigenvalue of G is less thar? then,
VDCE(D,(G)) = 2(4rf - 6n + 2r + 2).
(iThe smallest adjacency eigenvalug®fs greater than or equalho— 2 then,
VDCE(D,(G)) = 2n(2n -1).
Proof: We have(4n2 - 6n + 2r + 2) is the largesVDC - eigenvalue oD,(G). By
Theorem 2.5, it is positive.
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() By assumptioikj —n+2< Oforalli =2,3,...n.
Hence from Corollary 3.5 it is clear tha2(n - 1) is the only negative/DC -
eigenvalues ob,(G) which repeats times. Therefore,

VDCE(D,(G))= 2% [nx 2(n - 1)]
4n(n - 1).
(i) If Aj —n+2> 0, from Corollary 3.5, W2 — 6n+2r +2 is the only positiv’DC -
eigenvalue oD,(G). Therefore,

VDCE(D,(G)) = 2% (4n° - 6n+2r + 2)
=4(2n2 -3n+r+ 1)

Theorem 4.3.Let G be a connected - regular graph om vertices with diameter 2.
ThenVDC - energy of the lexicographic product®fwith K,, G[K,], is

() The second largest eigenvalugfs less thalgnz—_3 then,
VDCE(G[K2]) = 2[4n? - 6n + 2r + 3].
(i) The smallest adjacency eigenvalueis greater than or equal gtréz_—S then,

VDCE(G[K2]) = 2n(2n -1).
Proof: The proof of the Theorem is similar in lines tbathe above Theorem.

Theorem 4.4.LetG be a connected r - regular graph with n > 4 vesticTherwWDC -
energy of G*, the extended double coveGofis
() The second largest eigenvalug®fs less tham — 4 then,
VDCE(G*) = 2[4n? - 7n + 2r + 4]
(iThe smallest adjacency eigenvalue®fs greater than or equalio— 4 then,
VDCE(G*) = 2n(2n -1).
Proof: SinceGisr - regular, 2 - Tn-2r + 4is positive. Alser <Aj <r for
i =23...,n
So-n <-r <4j =n+4j>0 fori=23,...,n
() By assumptiolj +2-n < 0, fori =23,...,n.

Hence from Theorem 3.11, itis clear tha€4 7n - 2r + 4 is the only positiv/DC —
eigenvalueof G*. Since the diagonal entries ¥DC (G) are zero, algebraic sum of the
VDC - eigenvalues of any graph is zero. Therefore,

VDCE(G*) =2x (4n2 - 7n - 2r + 4)

2@4:12 - 7n+2r + 4).
(i) If Aj +2-n > 0then from Theorem 3. (n + 2r) and—2(4j + n),

i =2,3,...,nare the only negativé DC - eigenvalue o6s*,
We have))lL, 4; = 0= YL, A4, = —,
VDCEG*) =2[(n+2nx1+2Y% . (n+ 4;)
=2[n+2r+2((n-1)n-r)
= 2n(2n-1).
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Definition 4.2. Two connected graph&, and G, are said to be vertex distance
complement equienergetic or VDC - equienergeNMCE(G) = VDCE(G,).

Theorem 4.5.LetG be ar - regular graph with diameter 2, then Gxad G* are
VDC - equienergetic graphs.
Proof: Proof of the theorem follows from Theorems 4.1 4ritl

5. Conclusion

The spectral graph theory has various applicatiorike field of science like theoretical
chemistry, quantum mechanics, statistical physicsnputer, information science etc.
There are mainly two models QSPR and QSAR which wmed for the study of
molecular design of chemical compound. The veristadce complement matrix is one
of the important sources of structural descripfi@nQSPR and QSAR models. In this
paper we construct théDC- spectrum an&/DC - energy of some class of graphs. Here
we discuss some infinite family &fDC - integral graphs. As an application we can
give theVDC -energy ofGxK,, G[K,], D,(G) and the extended double cover graph.

Also we proved that the cartesian prod@etK, and the extended double cover graph of
G areVDC-equienergetic graphs.
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